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“....von (Popper) lernte ich, was für mich heute das Wesen

wissenschaftlicher Forschung ausmacht - dass man bei der

Entwicklung von Hypothesen spekulativ und phantasievoll

vorgehen kann, um sie anschließend mit größtmöglicher Strenge

zu überprüfen, indem man alle vorhandenen Kenntnisse zu

Rate zieht und beim (experimentellen) Test möglichst gründlich

verfährt. Er lehrte mich sogar, mich über die Wiederlegung

einer liebgewonnenen Hypothese zu freuen, weil auch das

ein wissenschaftlicher Fortschritt sei und weil sich aus der

Wiederlegung viel lernen lasse. Poppers Einfluss empfand

ich als sehr befreiend, löste ich mich doch von den starren

Konventionen, welche die wissenschaftliche Forschung in der

Regel einengen....Wenn man sich von diesen restriktiven Dog-

men befreit, wird die wissenschaftliche Forschung zu einem

aufregenden Abenteuer, das einem ganz neue Persepektiven

eröffnet;....”

(aus “Auf der Suche nach dem Gedächtnis” von Eric Kandel)
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Chapter 1

Introduction and
Motivation

1.1 Motivation

“What would happen if we would arrange the atoms one by one the way we want
them?” This famous quote by Richard P. Feynman addresses the ultimate goal of
materials science. To reach it, chemists have studied intensively the structures and
interactions of atoms and molecules in solids, liquids and gases. A partial success
would be if the question could be answered which effects are important for the ar-
rangement and rearrangement of atoms and molecules. This work deals with these
kinds of issues in terms of porous materials, where the arrangement of the atoms
generates voids within the structure. In case of crystalline porous materials, which
are considered in this work, these pores offer a high degree of regularity. Projecting
Feynman�s question on these compounds, would mean that the cavities could be de-
fined on a molecular level, since by modifying the structure the pore system changes.
In this regard one part of this work deals with the structure of porous materials and
in particular with the question of how the exchange of single units influences the
overall system. Accurate theoretical methods will be developed to enable the inves-
tigation of structural and dynamic properties of different compounds. Furthermore,
an approach is derived, which allows the classification of porous materials in general
and helps to understand fundamental aspects of these systems.

However, since the cavities within a porous material are often accessible for
molecules, a further questions arises: “If we could define the pore system, can the
confinement be used to control the properties of the guest species?” and “How do
the molecules interact with the inner surface of these materials?”. To shed light on
these issues, the second part of the work focuses on host-guest systems based on

10



CHAPTER 1. INTRODUCTION AND MOTIVATION 11

porous materials. After reliable tools are derived, the influence of pore modifications
is studied in terms of the interaction between guest molecules and the matrix.

1.2 Bridging the gap

For a long time porous compounds have been known only from mineralogy. In the
18th century, Cronstedt, a Swedish mineralogist and chemist, investigated a so-
called hydrous mineral - the mineral stilbite, which release stem when heated [1]. In
this context he also coined the term zeolite, which nowadays describes a large class
of porous aluminosilicates. His work points out two crucial properties of porous
compounds in general: the ability to incorporate guest molecules reversibly and the
possibility to control this process by an external stimulus. Despite these fascinating
properties, it took until the 1940s, about 300 years, until Barrer, Milton and Breck
could synthesize the first artificial zeolite [2, 3], which paved the way for the break-
through of porous materials in the field of functional materials. The scaffolding of
zeolites is assembled (mainly) by aluminium oxide and silicon oxide tetrahedrons,
which are usually called primary building units (PBUs). Flanigan et al. extended
the class of inorganic porous materials by three-dimensionally connected aluminium
phosphate compounds [4]. Later, other PBUs, consisting of metal phosphates, sul-
fates or cyanides were used to obtain similar structures [5]. Nowadays, their unique
properties such as high surface area and size selective adsorption, influence many
processes in industry as well as everyday life. Zeolites, for instance, are used as wa-
ter softeners or as heterogeneous catalyst in the crack processing of crude oil [6]. In
this context other porous compounds based on silicate networks, introduced in the
90s of the last century, are also used [7]. Although investigated for a long time and
used on large scale, the synthesis of new porous materials is still very challenging
and a systematic approach to obtain novel structures has not yet, been developed.

Coordination Polymers

Almost parallel to the progress of these inorganic materials in both academia and
industry, an further research area, which is known for its structural diversity, was
developed in the middle of the last century. Bailar coined the term “coordina-
tion polymer”, which describes well the nature of the investigated compounds [8].
Researchers in this field deal with polymeric forms of Werner type coordination
complexes, which contain a metal core surrounded by organic linkers. Correspond-
ingly coordination polymers are constructed by linking metal centers or clusters with
multidentate organic linkers. In contrast to their monomeric relatives, coordination
polymers form either one, two or even three dimensional networks (Fig. 1.1).
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Figure 1.1: Schematic representation of the assembling of coordination polymers.

Being able to vary both the metal center as well as the ligand, a high structural
diversity can be achieved. The modular assembling allows the tuning of different
physical properties (e.g. magnetism or optical features) [9]. However, compared to
zeolites they show no permanent porosity and are structurally less stabile. Never-
theless, even in the case of the monomeric coordination complexes the inclusion of
organic solvent molecules during the crystallization is known, which is commonly
referred to as clathration [10]. In 1957 Schaeffer et al. pointed out the potential of
these molecular solids to selectively incorporate guest species [11]:

“This (new) class of clathrate formers exhibits a sharp selectivity for
forming crystals containing certain organic molecules, the selectivity
being based, apparently on the shape rather than the molecular volume
occupied by the organic moiety.”

The authors even described the possibilty to tune the properties of these compounds
in order to accomodate molecules:

“The (three) constituents of these complexes....all contribute to the
ability of the complex to form clatharates as well as determine the type
of types of organic molecules that will be clathrated”

Interestingly, already at the end of the 19th century Hofmann showed the first
example of such a soft material1 - the nickel complex Ni(NH3)(CN)2 [12]. This

1The term soft is used to stress the lower stiffness of these materials compared to purely
inorganic compounds.
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complex forms a molecular solid in the presence of certain organic molecules such
as thiophene, benzene, phenol or aniline. Even this early work points out that
the investigated systems, although without permanent porosity, have the ability
to selectively incorporate guest molecules. In this tradition, the investigation of
coordination polymers with respect to their ability to accomodate guest molecules
is reasonable.

Figure 1.2: Crystalline samples formed by different Ni(4 −
methylpyridine)4(NCS)2 phases[13]: a) α-polymorph and guest free; b)
β-polymorph, guest-free phase left after benzene release from 1:1 inclusion
compound; c) γ-phase, 1:2 host-to-benzene ratio; d) sample c) after 30 min. in air.

An important feature of these soft materials is that the main part of the incor-
porated molecules should just interact with the polymeric backbone by non-bonded
interactions like π− π stacking or hydrogen bonding, so that the exchange and re-
moval of the guest molecules is feasible. By using different guest molecules during
the assembling process the packing between the different constituents may alter.
The change of the host-guest interaction can even be observed macroscopically by
different crystal shapes (Fig.1.2)2. In addition the incorporated molecules can be ex-
changed in some cases post-synthetically. Nevertheless, the complete removal of the
guest molecules leads either to a loss of the long range ordering of the compound,
literally the structure collapses, or results in a non-porous material.

Porous Coordination Polymers

Motivated by the structural diversity and the ability to include molecules, the re-
search of coordination polymers was further pushed, aiming to bridge the gap to
the permanent porous - mainly inorganic - materials and enabling the synthesis
of new open structures. Robson, who introduced the concept of linking inorganic

2Interestingly, a long time after the work of Schaeffer [11] on Ni(4−methylpyridine)4(NCS)2
a microporous phase of the compound was obtained [13, 14].
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units with a certain coordination number to achieve networks, resembling known
inorganic structures [15], wrote in a paper in 1990 [16]:

“Despite Nature’s abhorrence of a vacuum it may be possible to de-
vise rods with sufficient rigidity to support the existence of solids with
relatively huge empty cavities. Materials combining good or even high
thermal, chemical, and mechanical stability with unusually low density
may thereby be afforded.”

In an earlier work probably the first example for an open three dimensional coordina-
tion polymer was presented by Robson and co-workers [17]. The framework is built
up by Cu(I), which is coordinated in a tetrahedral fashion by 4, 4�, 4��, 4��� −
tertracyanotetraphenylmethane. The charged network exhibits two different
adamantane like pores which are filled with both BF4 and C6H5NO2. Although
the authors did not report the complete removal of the solvent molecules, they
claim that approximately one-third of the whole crystal volume is the coordina-
tion polymer itself and the remaining part is “effectively liquid” [16, 17]. Based on
this work, coordination polymers with open structures were studied with respect
to the selective binding of guest molecules [18, 19]. Kitagawa and co-workers, for
instance, could show the reversible adsorption of gases at ambient temperature in
coordination polymers [20].

The first example of a coordination polymer with solvent-free permanent porosity
was MOF-5 (metal-organic framework-5) [21]. The cubic pore system of MOF-5 is
constructed by linking Zn4O-tetrahedrons with terephthalic acid (Fig.1.3).

Figure 1.3: Molecular structure of MOF-5 (silver: zinc; red: oxygen; black: carbon;
white: hydrogen atoms).
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The specific linking of the inorganic and organic fragments, which are usually
called secondary building units (SBUs)3, causes the high structural stability. Until
now MOF-5 is the most investigated representative of the class of hybrid porous
materials4.

However, even pioneers like Robson did not estimate the whole range of struc-
tural possibilities of the new class of porous materials [16]:

“We propose that a new and potentially extensive class of solid polymeric
materials with unprecedented and possibly useful properties may be
afforded by linking together centers with either a tetrahedral or an
octahedral array of valencies by rod-like connecting units.”

And during the past two decades an enormous number of new coordination polymers
with various topologies (Fig.1.4) and permanent porosity are synthesized. Some of
them even show high thermal and chemical stability [22]. The nomenclature of these
materials is by far not uniform. Beside the expression metal-organic framework,
Kitagawa, among others, coined the term porous coordination polymers (PCPs),
which describes literally the nature of the compounds. Other groups connect the
obtained compound with the location, in which it was synthesized first, like for in-
stance the abbreviation MIL used by the group of Ferey, which stands for Matériaux
de l’Institut Lavoisier [23]. Within this work MOF and PCP are used as umbrella
terms even though the nomenclature of individual compounds may differ in the
literature.

(a) ZIF-8 [24] (b) MIL-53 [25] (c) MOF-508(non-interp.) [26]

Figure 1.4: Example of metal organic frameworks with different pore structures.

To point out the development of the PCPs, Kitagawa introduced a classification
hierarchy [27]. It discriminates between coordination polymers in terms of their
structural change due to solvent removal (Fig.1.5).

3Note, that in case of zeolites the term SBU is used to describe repeating motives in a system
obtained by the assembling of PBUs. In case of MOFs the inorganic and organic fragments are
tagged by this term due to their complexity.

4The term hybrid shall emphasize that the materials are build up by both inorganic and organic
units.
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Figure 1.5: Classification of coordination polymers according to Kitagawa et al.
[28].

Compounds of the first generation, which one could call the classical coordina-
tion polymers, break down if the guest molecules are removed. The scaffold is stable
only in the presence of guest molecules. The second generation covers those struc-
tures which show porosity when the included species are removed. These networks
stay intact although the structure has pores without any solvent molecules. These
pore systems can be further sub-divided into classes featuring one, two or three di-
mensional porosity, with various shapes and sizes. In this case reversible adsorption
and desorption of different molecules is possible. Furthermore, some MOFs show
structural dynamics. These hybrid materials are referred to as the third generation.
The dynamics can be induced by external stimuli. For instance, the exchange of
solvent molecules can lead to an expansion or contraction of the network. The
three generations show the development of coordination polymers from non-porous
materials with high structural potential to materials with permanent porosity and
dynamic features.
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From inorganic over hybrid to organic porous materials

A brief comparison between zeolites and the hybrid compounds shows that MOFs
extend the features of porous materials (Tab. 1.1).

Table 1.1: Camparison between zeolites and metal organic frameworks

Zeolites Metal organic frameworks
purely inorganic hybrid: inorganic nodes

and organic linkers
limited number of elements

(Si, O, Al)
wide variety of elements

in the inorganic part (Cu, Zn,
Fe, Cr, V, Ni, Al, Ga, Co, ...)

tetrahedral coordination in EO4

(E=Si, Al)
wide variety of coordination

numbers an modes (including
clusters)

thermodynamically strong E −O
bonds

weaker coordination bonds,
linkers mostly stable; but

decomposition reactions (e.g.
decarboxylation of carboxylates) are

possible.
only E −O − E bridge,

porousnetwork because of network
topology

different (tunable) linkers, length
of linkers defines pore size and

structure
network topology defined by
template molecules (structure

directing agents [29])

network topology can to some
extent be controlled by the structure

and conformation of the linker
difficult to functionalize functionalize either by linkers with

functional groups or by
post-synthetic modifications

very rigid framework can be both very flexible (“soft”,
because of conformational changes in

the linkers and bending at the
coordination centers)

and rigid due to the assembling (In
the case of MOF-5, for instance, the
rigid character is due to the specific
arrangement of the linkers around

the inorganic node.)
high thermal stability limited thermal stability (but

exceptions are known[22])
high chemical stability limited chemical stability

already used in large-scale still in the explorative stage

The comparison shows advantages and disadvantages on both sides, thus one
can assume that none of the subclasses of porous materials will cover all demands
in the various application fields alone. In addition to this very strict classification
between zeolites and MOFs, it should be mentioned that the smooth transition from
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hybrid materials to purely inorganic ones is promoted by networks with different
dimensionality of the inorganic unit (Fig. 1.6). The variation of the organic and
inorganic fraction leads to different network properties (e.g. stiffness or dynamics).

Figure 1.6: Different dimensionaly of the inorganic unit in porous materials [30].

Within the scope of the presented porous coordination polymers, materials were
developed which cover the other side of the spectrum. These networks are built
up by purely organic fragments. One class of these crystalline porous materials
materials is called covalent organic frameworks (COFs) [31]. Due to their metal
free composition they exhibit interesting properties such as low densities. A detailed
overview of these crystalline compounds is given in Part II 5.

Apart from the discussed range from organic over hybrid to purely inorganic ma-
terials, the new compounds complete also the class of porous materials in the sense
of chemical bonding. Three main kinds of chemical bonding can be distinguished.
While the zeolites are rather ionic type materials, COFs are built up by covalent
bonds. These two extreme cases are bridged by MOFs. In this case coordination
bonds are present in the framework, which have both ionic and orbital directing
properties.

Finally, it should be emphasized that both the MOFs and COFs are still in the
explorative stage. None of them is used, yet, in an industrial process, which poses
different challenges6. Nevertheless, the discovery of new porous materials enables
one to address more specifically the requests in various application fields.

5Possible applications, which are described in the next paragraph, are also ones which can be
accomplished by COFs.

6The transfer of a material from the small-scale to the large-scale leads to further requirements
such as mechanical ones; the industrial used materials are in most cases post-treated after synthe-
sizing to obtained specific forms for example pellets to enable industrial applications. In addition
the chemical stability of the materials towards impurities of reactant have to be considered. How-
ever, it should be mentioned that some effort have been done to use MOFs and related materials
beyond academia [32, 33].
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1.3 Possible Applications of MOFs

Metal-organic frameworks represent the fusion of properties known from different
fields making them promising candidates for a variety of applications. Due to their
crystalline nature, they allow to develop, materials with stiffness and long-range
order comparable to inorganic porous compounds. In addition, they offer through
their hybrid framework the possibility to introduce different functional groups using
techniques known from the field of organic chemistry. Their modularity, which is
certainly inherited from classical coordination chemistry, enables the combination
of inorganic and organic units to synthesize materials with desired pore structures.
Combining all features, the long-term goal is to obtain unique porous materials with
various functionality, which can be addressed very selectively. A comparison with
the macro-molecules known from nature (e.g. proteins), which show high selectivity
and efficiency, may be adventurous but not completely absurd, since the specific
tuning of active centers in a confined environment allows to control different pro-
cesses (e.g. reactions [34]) with respect to time and space. In this regard, terms
such as “design” of materials [35] are used and the results of recent years are very
promising. Nevertheless, very fundamental issues, for instance the growth mecha-
nism, remain almost unexplored, which are essential to derive a rational approach
for the development of new functional materials. Concerning this matter the current
work focuses on some fundamental issues: Why do we get a particular structure -
network topology - for a certain MOF system? Why is one structure preferred? Fur-
thermore, due to the high porosity, the incorporation of guest molecules is obvious.
Thus the understanding of different aspects of host-guest interaction in porous co-
ordination polymers is another fundamental issue, which is also an objective of the
current work. Dealing with these constitutional questions, is, beside scientific cu-
riosity, beneficial for almost all potential applications of these functional materials.
Thus in order to motivate the investigations shown later, some potential applica-
tions are presented below. Note, that the aim is not to give a complete overview,
but rather to expose snapshots of former studies inspiring later investigations.

Storage and Separation

One of the primary research fields of MOFs was, and still is, gas storage [36, 37].
Both the high porosity and their enormous specific surface area make these materials
promising candidates in this particular application. In this context the storage of
hydrogen in MOFs, as an efficient energy carrier for the future, is probably the most
investigated system. These studies are further encouraged by the targets defined by
the Department of Energy (DOE) [36]. However, detailed investigations put into
perspective the initial hope to achieve these targets primarily by the physisorption
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of hydrogen on the high surface areas of MOFs. One important result of the mostly
theoretical studies [38], is that for an efficient storage at room temperature an
adsorption energy of about 20 kJ/mol [36] is needed, which is in the intermediate
range between physisorption and chemisorption. The current materials allow the
fulfillment of the target by the DOE only at very low temperature (77K). To increase
the binding energy, several possibilities such as the use of unsaturated metal sites in
the MOF backbone [39–42] or the doping of the matrix with metal atoms [38, 43–
45], were developed. Besides the storage of hydrogen other molecules like methane
(as an energy carrier) or carbon dioxide (as a green house gas) were studied [37].

Although the focus is currently on the adsorption of gases, which weakly interact
with the network, the high porosity and the often large pores allow the uptake
of molecules like dyes [46, 47], too7. One interesting point is the use of porous
materials in pharmaceutical applications e.g. as vessels for drug delivery [48]. MOFs
allow the storage and release of them in a controlled manner (Fig. 1.7) [49]. Being
often large molecules with aromatic groups, they interact strongly with the backbone
of the MOFs in contrast to small molecules like hydrogen or methane.

Figure 1.7: Controlled storage and released of guest molecules by MOFs.

So far, very few systematic studies have been carried out to understand the
interaction of larger guest molecules within the pore system [50–52]. In fact, the
results would help to optimize the compound as a storage media as well as for the
separation of liquid mixtures. Their tunability is ideal for the use as membranes
or columns in chromatography. Studies on the separation of gas mixtures (like
CO2/N2) are well-known from the literature [37, 53–59], but detailed investigations
on the adsorption of, for instance, aromatic guest molecules in MOFs are still rare
[60–62].

One advantage of MOFs, compared to inorganic porous materials, is the possibil-
7Note, that the potential for the uptake of molecules strongly correlates with the ratio between

molecule size and pore opening, if the framework is rigid. In addition, the interaction between the
host and the guest molecules influence the adsorption process.
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ity to introduce systematically functional groups into the framework, which influence
the pore character (e.g. exchange of a hydrophobic group by a hydrophilic one).
Therefore adsorption and separation properties of the porous media can be tuned,
not only by the change of pore shape and size, which is the approach usually used in
zeolite chemistry, but by the specific tailoring of the host-guest interaction. Using
the building block approach (Fig. 1.1) the communication between the adsorbate
and the matrix can be optimized, so that, for example, mixtures with tiny differences
(e.g chiral molecules) can be separated. Thus for the rational application of MOFs
as storage or separation media, an understanding of the host-guest interactions with
respect to the ordering and the mobility of the guest molecules within the pores, is
essential.

Catalysis

The tunable porosity and the hybrid nature of MOFs allow to use the matrix either
as a support or as an active partner in reactions (Fig. 1.8). The latter is ob-
served in MOFs with unsaturated metal sites8, but also when appropriate functional
groups (like amine groups) are embedded in the framework. These reactive cen-
ters can either undergo reactions (e.g. post-synthetic modification of the network
[63]), which enable the modification of pore features (e.g. polarity) [64], or act
as catalysts [65]. Embedding the catalytic site in a molecular environment allows
to tune its performance as in the case of homogeneous catalysis by introducing,
for instance, a chiral group near the reactive center [66]. However, in contrast to
non-periodic homogeneous catalysis, the arrangement of the active sites in MOFs
is well ordered. Both their distance as well as their orientation can be controlled,
making synergetic effects possible. Furthermore the pore shape and size allow to
influence the selectivity toward desired products.

Figure 1.8: Schematic representation of MOF based catalysts.

8The vacant site is obtained after complete removal of the solvent molecules from the pores.
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The porous materials can be activated as well by introducing active guest
species, which are stabilized by the matrix via non-covalent interactions. One exam-
ple for these kinds of MOF-based catalysts are the so-called Metal@MOF systems
[67–69]. In this case the pores are loaded with metal nanoparticles. To obtain these
composite materials two strategies are possible. One is the physical vapor deposition
of metal atoms. The second one is the chemical infiltration using metal precursors
[70], which are decomposed within the pores of the MOF by either photo-, thermal
or chemical techniques [67, 69]. Using systems which are not completely saturated
by the nanoparticles the porosity is maintained to some extent, so that molecules
can reach the active centers on the surface of the metal particles and undergo re-
actions. Further the confinement by the pores and the host-guest interaction can
be used to encapsulate reactive species (e.g. metalloporphyrins) within the matrix
[52, 71].

To enhance systematically the performance of MOF-based catalysis, a detailed
knowledge of the reaction mechanism at the active center is needed, but at the
same time the mobility and the alignment of all reactants within the pores have to
be studied.

Dynamic molecular vessel

MOFs having both a well-ordered framework and structural flexibility are sometimes
termed soft porous crystals (SPCs) [28]. As mentioned in the previous section, the
exchange or removal of guest molecules can significantly influence the structure of
coordination polymers (Fig. 1.5). In the case of SPCs, the system has two or more
stable phases, where at least one of them has crystalline properties. By external
stimuli like electric fields or adsorption of guest molecules the phase transition of
the network occurs (Fig. 1.9a).

(a) (b)

Figure 1.9: (a) Schematic represention of the energy landscape of soft porous
crystals. (b) Different types of structural flexibility.

Different kinds of reversible structural dynamics are possible. One example may
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be observed if two or more networks are interpenetrated (Fig. 1.9b). Since there
is no strong bonding between the frameworks, the individual parts can be displaced
against each other. Due to non-bonding interactions the movement is inhibited,
so that phenomena like hysteresis can be observed, which can be used for selective
adsorption [26]. Similar properties can be observed, if the framework can expand or
shrink (Fig. 1.9b) depending on conditions like temperature or adsorbed molecules
[72, 73].

In some cases the structural transformation is less pronounced, but its con-
sequences are farreaching. In a recent example the group of Kitagawa showed
how apparently little flexibility can influence the polymerization reaction of p −
divinylbenzene [74]. Just by changing the metal center (M) in the porous coordi-
nation polymer [M2(1, 4− benzenedicarboxylate)2(1, 4− diazabicyclooctane)]n,
from copper to zinc, the framework gains some degree of flexibility in the inorganic
unit. As a result the polymerization is topotactic in the flexible system, whereas
in the other stiff network the reaction is not selective. Note, that the MOF itself
does not take part in the reaction. It is only the ability of the flexible framework
to influence the arrangement of the guest molecules in a favorable manner, which
controls the reaction.

Another example for structural flexibility is the rotation of unit, which are part
of the network [75–78]. These groups are well-ordered within the periodic scaffold
but their motion does not influence the overall network topology. However physical
properties can change by this structural transformation. On the one hand the
rotation, which is often an activated process, can be influenced the adsorption and
diffusion of guest molecules. On the other hand external stimuli such as electric or
magnetic fields can have an impact on the rotation, which can cause, for example,
the modification of the dielectric properties of the MOF.

To control the dynamic features of SPCs a detailed knowledge of the structural
properties and the host-guest interactions is crucial, since the flexibility of the MOF
matrix can influence the performace of these materials in different areas such as
mixture separation.

MOF-Surface and Sensing

So far the porous coordination polymers were considered as infinite materials. This is
for sure not the case in a real material, but since in most applications like gas storage
the surface of the materials can be neglected, the focus is on the understanding
of bulk properties. Nevertheless, in some potential applications such as sensing
the surface has a significant fraction of the whole material. The possibility to
tune the pore size, shape and functionality of MOFs enables the development of
devices, which respond selectively. In addition, specific detection is possible since
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the properties of some MOFs change by external conditions (see above). In general
three different approaches are possible to synthesize thin films of MOFs on substrates
[79]: (a) simultaneous growth and deposition of the MOF within e.g. a solvothermal
synthesis, (b) assembling of preformed MOF units and (c) the growth by a layer-by-
layer technique9. The latter can also be an important tool to explore the nucleation
and growth mechanism. In this context it should be kept in mind, that although
the MOFs are solid compounds, they have distinct molecular properties, which
dominate possible surface terminations and thus differ significantly from metallic or
ionic surfaces.

Probably the first example of a sensor based on MOF thin films has been devel-
oped by Allendorf et al. [80].

Figure 1.10: Structural change of a MOF thin film, which is grown on a substrate,
by adsorption of molecules.

They deposited a thin film of [Cu3(benzene − 1, 3, 5 − tricarboxylate)2]n,
formally known as HKUST-1, on a cantilever. The resultant device is able to
selectively detect alcohols or water molecules due to the fact that their adsorption
causes a very small, but for the underlying cantilever sufficiently large, structural
transformation (Fig. 1.10).

9By stepwise and alternating addition of each reactant, the MOF is grown.
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Scientists often deal with processes, which take place on different time and
length scales. In atmospheric chemistry, for example, reactions occur on an atomic
level, however the resulting weather phenomena spread out over countries or even
continents. In addition, the latter takes place in hours or years in contrast to the
elementary reactions, which occur in picoseconds. In the case of MOFs similar
multi-scaling phenomena are observed. During the often solvothermal synthesis
single crystals or powder samples are obtained, which can be examined with the
naked eye. Nevertheless, the overall structure and the macroscopic properties of
the compounds are governed by local and molecular features (Fig.1.11). To get
an overall picture of these kinds of problems and to bridge the gap between the
macroscopic observations and the elementary reactions, investigations of different
time and size regimes are crucial (Fig.1.11).

Figure 1.11: Illustration of different length scales using the example of MOF-5
(silver: zinc; red: oxygen; black: carbon; white: hydrogen atoms).

A wide range of diverse possibilities to study different aspects of a (chemical)
system are known experimentally. The starting point of these studies is usually the
synthesis of the material. Based on the obtained compound, which can be analyzed
macroscopically (e.g. color change), different spectroscopical or diffraction methods
are used to increase the time and size resolution to allow an insight into the system
(Fig.1.11). In addition to these post-synthetic techniques, in-situ measurements are
gaining more attraction, but are still rare due to their technical difficulties.
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Beside experimental research, theoretical approaches are crucial in almost every
scientific field. One example is the simulation of car crash tests, which enables fast
and cost efficient studies. Dealing with atoms or molecules, quantum-mechanical
(QM) simulations allow the investigation of their structure and reactivity in detail,
which is sometimes difficult or not even possible to perform in an experimental
set-up. Unfortunately, highly accurate QM methods are due to their complexity
limited to systems with few atoms and degrees of freedom. Therefore to enable
theoretical investigations of large systems on a reasonable time scale, different ap-
proximations or coarsening steps are needed. With the advancement of computer
resources different simulation tools have been developed to study various subjects
using appropriate approximations. Regarding the simulation of crash tests, the car
is of course not treated with respect to the atoms but rather with a so-called finite
element method, which has adjustable parameters to describe the considered sys-
tem properly. Since the developed methods often skip or treat certain phenomena
(e.g. correlation effects) merely in an effective way, choosing the proper methods
before performing a simulation is important; especially if one tool is not able to
handle the desired phenomena at all (e.g. the finite element method cannot treat
chemical reactions). Note that a appropriate decision is also important in the area
of experimental studies10.

Since approximations within the used theoretical method are needed for the
simulation of almost all chemically relevant processes, often the confidence in ex-
perimental observations is stronger compared to the results from theoretical studies.
A good theoretical method thus seems to be the one, which is able to reproduce
the obtained data from measurements. Based on this assumption experimental data
are often used as references to adjust theoretical tools. However, as chemistry is
a multi-scaling discipline, besides the question of which method is appropriate in
order to obtain reasonable results, one has to define the present system as accu-
rately as possible. For an elementary discussion, the composition of the system,
the basic structure or arrangement of units and relevant boundary conditions (e.g.
time scale) must be known. For instance, the presence of defects or impurities can
influence the performance of a compound. Experimentally, the tailoring and detec-
tion of these features is often not straightforward and a systematic study of small
impurities is difficult. In contrast to this, theoretical models allow the investigation
of well defined systems. Thus one basic question should always be addressed when
comparing experimental and theoretical results: Are both systems equal? One sim-
ple example, which might lead to disagreements, is, if the time scale chosen for the
simulation is too short allow the desired questions to be answered (e.g. formation
of nanoparticle). In this case the error is not due to the used methods.

Experimental studies can have the drawback that the resolution is not high
10For example, the use of X-ray diffraction methods to study local properties is not appropriate.
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enough to define all boundary conditions, making comparison difficult. One example
concerning MOFs is the evaluation of adsorption studies. Impurities (e.g. remaining
solvent molecules) or defects (e.g. partial decomposition) can significantly influence
the amount of adsorbed molecules . Since simulations usually do not include these
features, discrepancies are almost inevitable. Therefore one has to doubt whether a
good theoretical method always reproduce experimental findings and one should be
careful to use experimental data to fit theoretical models. In addition one should
keep in mind, that for the interpretation of measured data often theoretical concepts
(e.g. Brunauer-Emmett-Teller theory [81]) are used to obtain the desired properties
(e.g. surface area). However these models are only valid within their assumptions,
which might not be fulfilled by the considered system.

To overcome the gap between theoretical and experimental results both fields
have to improve their methods to allow a consistent picture of the system over
different time and length scales. In the current work on MOFs, the focus is to start
stringently from high level theoretical methods, which are known with respect to
their accuracy, and to use the obtained data to teach a less expensive, lower level of
theory, so that large systems can be treated. In the sense of length and time scale
bridging multi-scale simulations [82], it is decided to use a coarse grained model,
which ignores the actual electronic structure of the system. In all of the considered
systems the connectivity between the atoms is conserved, so that a bonded and
classical model is used.

Further, defined structures, which are either known or not yet observed experi-
mentally, are investigated using the developed methods. To approximate the macro-
scopic crystal structure periodic boundary conditions are used [83]. The obtained
results are in a second step compared with experimental observations. Similari-
ties as well as differences between the results allow a detailed understanding the
properties of MOFs. Moreover, due to the complexity of the porous coordination
polymers, experimental studies of, for instance, mechanic or thermal properties of
these materials are difficult with respect to well defined boundary conditions (e.g.
crystal quality). In this regard allow the theoretical investigations, although limited
in size and time scales, the analysis and to pre-screen some characteristic features
of the compounds.

In the following, the theoretical methods used in this work are presented. Since
a large number of textbooks and reviews are available describing the tools in detail,
only a brief overview is provided, here.



Chapter 2

Quantum Mechanical

2.1 Wavefunction based methods

To describe a chemical system on a quantum mechanical level wavefunction based
methods can be used. In this case often the stationary Schrödinger-equation is
solved:

ĤΨ = EΨ, (2.1)

with the Hamiltonian Ĥ in atomic units [84]:

Ĥ = −1

2

N�

i=1

−→∇i
2 −

P�

α=1

1

2Mα

−→∇α
2 +

P�

α>β

ZαZβ

−→
Rαβ

−
P,N�

α,i

Zα

−→r αi

+
N�

i>j

1
−→r ij

, (2.2)

(∇ = Laplace Operator, P = Number of nuclei; N = Number of electrons; Mα

= ratio of the mass of the nucleus α to the mass of a electron).
The first and second term is the kinetic energy of the electron and nuclei,

respectively. The third term describes the nuclei-nuclei interaction. The potential
of the nuclei acting on the electron is represented by the fourth term and the final
term covers the electron-electron interaction. Based on the Born-Oppenheimer
approximation, the motion of the nuclei and electrons can be decoupled due to the
large difference in their mass. Thus the wavefunction can be separated:
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The electronic wavefunction χ depends in this case parametrically on the position
of the nuclei. −→r and −→

R are general coordinates. Since the nuclei are frozen within
the Born-Oppenheimer picture, the second term of the Hamiltonian vanishes. The
nuclei-nuclei interaction can be reduced to a constant term (VNN)). Using this
approximation the electronic Schrödinger equation can be written as

Ĥel

�
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�−→
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χ (2.4)

with the Hamiltonian Ĥel
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Thus the total energy can be expressed as
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(2.6)
The simplest solution of this eigenvalue problem and simultaneously taking care

of the Pauli-principle, which is crucial to cover the nature of the electrons, is the
single-determinat approach (Hartree-Fock (HF)). Since in this case the variational
principle can be used systematic improvements of the wavefunction are possible .
Based on the Hartree-Fock method more sophisticated so-called post-Hartree-Fock
methods are developed. One, which is also used in this work, is based on the Rayleigh
Schrödinger perturbation theory [84]. Within the perturbation theory, which is not
variational, the total Hamiltonian of the system is separated into parts. The so-
called zeroth-order Hamiltonian Ĥo has known eigenfunctions and eigenvalues, but
does not cover the whole nature of the system. The remaining contributions are
treated by a perturbation V̂ . The total Hamiltonian is thus

Ĥ = Ĥo + λ · V̂ , (2.7)

and the eigenvalue problem, which has to be solved is
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ĤΨ =
�
Ĥo + λ · V̂

�
Ψ = EΨ, (2.8)

where λ is an ordering parameter. The exact eigenvalue and eigenfunction of
the ground state can be expanded in terms of the perturbation in a Taylor series as

E0 = E(0)
0 + λ · E(1)

0 + λ2 · E(2)
0 + ... (2.9)

Ψ0 = Ψ(0)
0 + λ ·Ψ(1)

0 + λ2 ·Ψ(1)
0 + ... (2.10)

The values in bracket are called the order of perturbation. If these expressions are
inserted into the eigenvalue problem and ordered according to the λn a hierarchy
of energy expressions can be obtained. Since it is assumed that in the zeroth-
order part the major contributions are considered the relevance of higher order
perturbation energies should decrease. In the case of the Møller-Plesset (MP)
perturbation theory, the one-electron HF energy is taken as the zeroth-order energy.
The full HF approach represents the first order perturbation. At MP2 level the
interaction of the HF ground state with excited wavefunction is considered [84, 85].
However, in this standard MP2 the description of the dynamic and static electronic
correlation effects is not balanced, since Fermi correlation is already included in the
HF theory. To compensate this effect to some degree the spin-component scaled
(SCS) MP2 approach is developed, in which the second-order parallel (αα + ββ)
and anti-parallel-spin (αβ) pair correlation energies are scaled separately [86]. The
SCS-MP2 energy is obtained by adding the HF energy to
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, (2.11)

where pT and ps are empirical parameters.

2.2 Density Functional Theory

The basic of the Kohn-Sham Density Functional Theory (DFT) are the two theorems
of Hohenberg and Kohn. The first theorem proofs, that the electron density ρ of a
system defines the Hamiltonian. The second one deals with the variational principle
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in the DFT. The energy of the electronic ground state E0 can be expressed as a
functional of the density ρ :

E0 [ρ0] = T [ρ0] + ENe [ρ0] + Eee [ρ0] . (2.12)

This functional would reveal an exact solution of the energy, if all terms were
known. The expression of ENe, which describes the interaction between nuclei and
electrons, is the only one, which is known exactly. The functional for the kinetic
energy T and the term for electron-electron interaction Eee are not known. The
latter can be divided into two contributions

Eee [ρ0] =
1

2

˜
ρ(−→r 1)ρ(−→r 2)

−→r 12
d−→r 1d−→r 2 + Encl [ρ0] = J [ρ0] + Encl [ρ0] , (2.13)

the first term is the classic Coulomb interaction J0, the second term Encl covers
the non-classic contributions, which are purely of quantum mechanical nature. The
functional form for the kinetic energy of a non-homogeneous electron density, which
is present in a chemical system, is so far unknown. To circumvent this problem
Kohn and Sham developed an approximation, which lays the grounding for the
breakthrough of DFT methods in chemistry [87, 88]. They introduced for the
calculation of the kinetic energy a reference system of non-interacting electrons.
It should cover the major part of the kinetic energy. The electron density of this
reference system ρKS

0 , which must be equal to the one of the real systems, is
expressed in one electron wavefunctions ϕ
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0 (−→r ) =
N�

i

(ϕi)
2 (2.14)

and the kinetic energy TKS is given as
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Using this approximation the total energy can be written as

E [ρ0] = TKS [ρ0] + J [ρ0] + EXC [ρ0] . (2.16)
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The last term EXC , which is called exchange-correlation functional, contains
all unknown contributions (e.g. differences in the kinetic energy between real and
reference system) and is assumed to be minor compared to the known part. Using
the Kohn-Sham operator ˆHKS

ĤKS =
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in which

V̂KS =
∂EXC

∂ρ
, (2.18)

the wavefunctions ϕ (Kohn-Sham orbital) can be derived by

ĤKSϕi = �iϕi. (2.19)

A number of different exchange-correlation functionals are developed. Beside
localized density approximations (LDA) and gradient corrected ones (GGA; e.g.
BLYP [89, 90]), hybrid functionals are often used in chemistry [87, 88]. The B3LYP
functional [91] is one of the famous one, which is based on an empirical combination
of an LDA (VWN [90]) and GGA (Becke88 [89], LYP[92]) functional with the exact
exchange integral of Hartree-Fock. The hybridization schemata for the exchange-
correlation functional of is given by

EB3LY P

xc
= ELDA

xc
+a0(E

HF

x
−ELDA

x
)+ax(E

GGA

x
−ELDA

x
)+ac(E

GGA

c
−ELDA

c
),

(2.20)

where a0, ax, ac are empirical parameters fitted to experimental data. 1

But the presented functionals are not able to describe dispersion interactions,
thus often empirical corrections or sophisticated functionals like double-hybrid func-
tionals are used. The B2PLYP [95] is one type of double-hybrid functionals, in which
the orbital information from a DFT calculation is used for a second-order Møller-
Plesset perturbation theory calculation (PT2). The B2PLYP exchange-correlation
energy is defined as

1Note, that the parameters of the B3LYP functional are different in the TURBOMOLE [93]
and gaussian03 code [94].
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with the empirical parameters ax, b, c.



Chapter 3

Classical Mechanical

3.1 Force Fields

3.1.1 The basic concept

The basic of classical methods is the assumption, that the total energy of a system
can be separated into additive parts. All interactions are composed of one, two,
three or many body-contributions. The types of interaction, which are present in
a chemical system, can be roughly divided into two categories: bonding and non-
bonding ones. The total potential energy is the sum of them

Epot = Ebonding + Enon−bonding. (3.1)

Further each interaction of the two main categories is described by a single ana-
lytic function and corresponding adjustable parameters. This approach of describing
the potential energy is usually termed force f ield (FF). In this study an extended
MM3 [96] force field expression is used. Thus the bonding interaction is subdivided
according to
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(3.2)
where b runs over all bonds, a over all bond angles, o over all out-of-plane bends
on trigonal centers and t over all torsions.

For the bond stretch terms, a cubic term

35
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is used, where rb is the bond distance, kb the force constant and rref

b
the corre-

sponding reference distance.
For bond stretches a six order polynomial is used
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where θa is the bond angle, ka the force constant and θref
a

the reference angle.
Again, according to the MM3 scheme, for trigonal centers the bond angle θa is

actually taken as the projection into the trigonal plane. Correspondingly, for these
sites an additional out-of-plane bending term, using the Wilson-Decius definition
for the out-of-plane angle θo is employed. The out-of-plane energy term Eopb is
identical to the six order polynomial for the in-plane bending (Eq. 3.4) with the
difference that θref

o
is always zero.

Cross terms, which describe the coupling of different degrees of freedom, are
only included for adjacent bonds and bond angles. For three connected atoms A-
B-C of a bond angle a the distance ra1 refers to the distance A-B, and ra2 to the
distance B-C. Note, that the reference distances rref

a1 and rref
a2 are the same as rref

b

for the same bond type
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Torsions are computed using the usual Fourier term

Etors

t
=

�

n

V n

t

2
[1 + cos(nτt + τn

t
)], (3.7)

where V n

t
and τn

t
are the energy barrier and the phase shift, respectively, for the

n-fold term with τt being the torsion angle of torsion t. In some simple cases only
the two-fold torsion term was needed.

The non-bonding term is constructed by two terms
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Enon−bonding =
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The first summand describes the van der Waals (vdW) interaction and the
second one the Coulomb interaction. The sum in the equation runs over all non-
bonded pair interactions n, with the bonded 1-2 and 1-3 interactions excluded.
Following MM3 in case of hydrogen, the center of the vdW interaction is moved
along the X-H bond by a factor of 0.923 towards X. For the Coulomb interactions
point charges are used1 and for the vdW interactions the MM3 type Buckingham
potential is employed.
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Here dn is the distance of the two atoms of interaction n, q1 and q2 are the
atomic charges and �n and d0

n
the well depth and minimum distance, respectively.

For heteroatomic vdW-interactions the standard Lorenz-Bethelot mixing rules are
adopted (arithmetic average of d0

n
and geometric average of �n). A cufoff of 12.0

Å is used for the vdW and short ranged electrostatic interactions. The long range
electrostatic interaction is computed by a smooth particle mesh Ewald summations
[97].

3.1.2 Force Field Development using a Genetic Algorithm
Technique

As already pointed out, the force field parameters are derived from quantum me-
chanical reference data accoring to 98. In this context, the focus is to teach the
classical model both the geometry and the normal modes. The latter is of particu-
lar interest, since the investigated MOFs have, in contrast to the inorganic porous
materials (e.g. zeolites) structural flexibilities. These dynamic properties of the
framework are covered mainly by the Hessian matrix, which describes the curvature
at a point on the energy hypersurface (second derivative with respect to the atomic
coordinates). In some works [99] the values from the Hessian matrix are directly
converted to obtain the force constants. But the drawback in these approaches is

1Except in the case of the study on isoreticular isomer of IRMOFs, where bond dipoles were
used, according to the MM3 force field.



CHAPTER 3. CLASSICAL MECHANICAL 38

the difficulty of extracting the relevant information from the matrix. Using quan-
tum mechanical results within a fitting procedure allows to get force field parameters
without the problem of selecting specific elements of the Hessian. In this case ei-
ther a systematic search or stochastic method is needed to parametrize the force
field. Genetic algorithms (GAs), which are the most popular class of evolutionary
algorithms, are an example of the latter [100]. These heuristic search techniques are
motivated by biological processes. Thus operations like selection, crossover or mu-
tation of a gen are done in a computational setting to deal with the search problem.
The crucial point is the definition of a quality criterion of a individual - the fitness.
Thus a objective function (OF) is introduced, which includes the relevant data of
the considered problem. An example for an OF would be to use the deviation of a
bond length obtained from the force field with the corresponding quantum mechan-
ical counterpart. The Hessian matrix can be treated in the same manner within the
OF. However the use of the cartesian matrix is unsuitable, since relevant data for the
fitting procedure are buried under many off-diagonal elements. Using the Hessian
matrix in a complete (redundant) internal set allows to assign the information from
the second-derivative matrix to specific force field terms (e.g. bond term). In the
current work both structural as well as curvature data are projected into this basis,
which is defined by the connectivity used in the force field, and included into the
OF. This approach allows to extract relevant data from the reference considering
the form of the molecular mechanic model.

The projection of the Hessian matrix in cartesian coordinates (Fx) into the set
of internal coordinates (FR) is done by

FR = (BT )−1FxB
−1 (3.11)

(matrix notation) [101], where B is the Wilson�s rectangular matrix (3NxM ;M >

3N ;N=Number of atoms, M=Number of internal coordinates) [102], which trans-
fers the rectilinear Cartesian coordinates to a redundant set of curvilinear internal
coordinates. Note, that the transformation is unique for a given set of internal
coordinates, if the B-matrix has full rank (=min(3N,M)) and the translational and
rotational degrees of freedom are projected out.

Based on this, the calculation of the fitness can be divided into five steps. First,
the geometry of the considered model system is optimized using the functional
form of the force field and a trial set of parameters. Second, the Hessian matrix is
calculated in cartesian coordinates, which is in the third step transformed together
with the cartesian coordinates into the principal axes system. Both are then convert
from cartesian data into a predefined set of redundant internal coordinates. The
last step is the calculation of the sum of mean square deviations (MSDs) between
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the trial solution and the reference data:
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This procedure is embedded in the genetic algorithm, which is performed in a
loop mode (Fig. 3.1). The stopping criteria for the GA is either based on thresholds
for the single sums of the MSDs or by defining a fixed number of generations.

Figure 3.1: Flowchart for the force field parametrization

3.2 Molecular Dynamic Simulation

The equation of motion describes the time evolution of a system. The oldest
formalism, in the framework of classical mechanics, is the Newton equation of
motion from 1687 and uses the force −→

F (−→r , t) to describe the system

m
∂2−→r
∂t2

=
−→
F (−→r , t) . (3.13)
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By integrating this equation in time the motion of the systems is obtained as a
trajectory defining the system at each time. The force −→

F is defined as the derivative
of the potential energy with respect to the position

−→
F = −∂Epot

∂−→r . (3.14)

To calculate the forces different methods can be used e.g. quantum mechanical
ones. Within the current work classical methods are used to derive the forces.
They are further applied as the input for the numeric integration of the discredited
equation of motion. By continuously integrating the equation of motion the dynamic
of the system for the time t = n ·�t (n = number of steps; �t = time interval)
can be obtained. In this regard a modified Beeman propagator is used in this work
[103] as implemeted in the tinker code [104] with a timestep of 1.0 fs, which was
checked to yield energy conserving microcanonic dynamics.

Note that in addition to the potential energy the kinetic energy must be con-
sidered in simulations at T > 0°C. The selected temperature defines the kinetic
energy of the system by

Ekin =
1

2
kBT, (3.15)

where kB is the Boltzmann factor. Based on this the velocity vi of each atom
i is derived using a Boltzmann distribution. The average kinetic energy is

1

2
mv2

i
=

1

2
kBT. (3.16)

The total energy of the system results as the sum of potential energy and kinetic
energy

Etotal = Epot + Ekin. (3.17)

3.2.1 Self-diffusion constant and probability density

Molecular dynamic (MD) simulations were performed in order to investigate the
host-guest interactions in various systems. Generally, the values obtained from a
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preliminary lattice optimization of each system were kept fixed during the simula-
tions, since a constant pressure dynamics run (NPT ensemble) considered systems
showed only small oscillations of the lattice parameters. All MD simulations were
performed in a NVE ensemble, whereas for every loading and temperature 10 in-
dependent trajectories were started from different configuration, generated from a
high temperature simulation at 1000 K in each case, in order to avoid any cor-
relations. The final analysis has been performed on the averaged data from all
trajectories, whereas statistical errors have been calculated from the standard error
of the 10 individual runs. The initial velocities were randomly generated according
to a Boltzmann distribution at the given temperature. The first 500 ps were dis-
carded as an equilibration period. From the 3 ns trajectories the last 2.5 ns were
used for the analysis, with a configuration stored every 0.1 ps (every 100 timesteps).
Thus, per trajectory a total of 25,000 configurations were stored and used for the
further analysis.

The self-diffusion constant was computed according to the Einstein relation

Dself =
1

6
lim d/dt

�
|r(t)− r(0)|2

�
, (3.18)

by analysing the mean-squared displacement (MSD) curve using multiple time
origins and time intervals from 0.1 ps up to 2500 ps, and by averaging over all
values for a given time interval ∆ t and all particles. The jitter in the corresponding
curves increases for larger ∆ t , because of the decreasing quality in the statistics
as less datapoints are available. Thus, the slope of the MSD curves have been
determined from a linear fit to the curves just in the range of time intervalls from
∆ t = 250 to 1000 ps, which is above the onset of the diffusive regime as verifying
by a double logarithmic plot. The final values and the corresponding error bars
have been calculated from the average over the uncorrelated trajectories. Note that
the error is just an approximation, since the error in the self-diffuusion is harder
to sample than the value itself [? ]. Therefore twice the standard error (standard
deviation of the mean value) is considered as a good measure for the statistical
accuracy.

The probability density was generated from the center-of-mass (COM) trajec-
tories (with the COM positions folded back into the simulation domain) in a 803
point mesh and was analyzed and rendered with the program VMD [105]. To im-
prove the statistics of the calculations the symmetry of the loaded framework was
to symmetrize the probability densities if possible.
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Understanding the structure
of MOFs
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Complexity of matter

Being able to think abstractly allows human beings to contemplate and discuss
about very non-pictorial and complex topics. The visualization of convoluted topics
is often possible by condensing a subject to its essential. This, of course, leads to
the loss of information, but simultaneously, if the simplification is appropriate, it
can lead to the attainment of knowledge and comprehension. Especially in science
this form of abstraction is important, since the subjects are in most cases way
beyond imaginable. By using different concepts, scientists are consistently able to
discuss illustratively, new and elaborated research areas. Lewis structure formula
[106], which enable the visualization of molecules, is one famous example in the
field of chemistry. In this case, atoms are described by simple letters and chemical
bonds by lines. This concept allows to gather the nuclei and the electrons, which
are not easy to treat due to their quantum mechanical nature. Surprisingly, within
the framework of Lewis structures it is even possible to describe chemical reactions
in a qualitative manner by “flipping the lines”. But this ability also points out
an intrinsic property of these kinds of techniques: obviously, an electron transfer
reaction is a non-trivial process like the movement of lines. Thus the concept is
just a caricature of the real system. This fact should be kept in mind when using
these kind of tools in order to avoid overinterpretation. However, in science there
are numerous examples how rather simple concepts (compared to the complexity
of the system) enable the understanding of certain aspect of a topic, which would
not be otherwise obvious, due to the intricacy of the overall subject. Based on the
Lewis structure formula other tools are developed like the Valence Shell Electron Pair
Repulsion (VSPER) theory [107]. It allows to describe and understand the structure
of chemical compounds by considering the repulsion of atoms and electrons pairs.
Even general statements can be derived from the VSPER theory like the tendency
how the arrangement within a molecule is influenced by the exchange of an atom
or group.

Going from discrete molecules to high dimensional macromolecules the com-
plexity increases dramatically. In biochemistry, for example, proteins or the DNA
(Deoxyribonucleic acid) are molecules, which consist of millions of atoms. In this
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case the use of Lewis structures not reasonable to gain an insight. Thus, alternative
methods are needed. By uniting atoms, which are either spatially or chemically
close, groups can be determined, which allow to texture the large molecule. In the
case of proteins, a basic approach is to allude the sequences of the repeating units -
the nucleic acids. This type of coarsening allows the characterization and compari-
son of different proteins. In addition it also enables the systematical investigation of
this class of molecules by studying the effect of specific variations. In this context,
general concepts such as Ramachandran plots could be derived [108] to predict to
some extent, the three dimensional shape of a protein by using solely the ordering
of the nucleic acids within the chain (Fig. 3.2).

Figure 3.2: Ramachandran plot of (A) glycine and (B) pre-prolineHo and Brasseur
[109]

Considering porous materials like zeolites and MOFs, the complexity of their
structure is not minor, thus similar tools are desirable to understand these com-
pounds. Deriving an overall concept in this field is very ambitious, due to the
diversity of these materials. The starting point is to characterize the structure in a
way, which points out the essential part of the structure. Finding repeating units,
which are representative for the topology of the network, is one possible strategy.
It allows to characterize and to enumerate the structure of these materials and
consequently to compare different systems. The developed concepts are mainly
motivated by Wells [110, 111], who laid by his pioneering studies dealing with both
abstract networks and experimental results the foundation for further works. Since
one feature of the porous materials is their open structure, the ring size of the pore
opening is one common criterion used to describe the structure of zeolites. In this
case Vertex or Schläfi symbols, for instance, are used to describe the ring sizes [112].
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Regarding the hybrid porous materials exceptional complexity is usually present in
the obtained structures. Extracting the essential information is thus often not ob-
vious. Similar to the proteins, the approach is to skip the atomic resolution. In
this case the molecular framework is lead back to a geometric graph. This concept,
which is sometimes called topological approach (Fig. 3.3), is the state of the art in
the enumeration of porous coordination polymers [112, 113]. In the first step the
porous coordination polymer is simplified in the sense that all atoms not needed
to keep the periodicity of the framework are removed. Secondly, repeating frag-
ments of the network are determined, which are usually called secondary building
units (SBUs). The individual SBUs are afterwards analyzed with respect to their
geometrical shape. Based on these results a topological investigation of the whole
framework is performed.

Figure 3.3: Topological approach

The derived network (or graph) can be seen as a blue print of the MOF 2. It
2Note, the similarity to Lewis structure formula. The SBUs are similar to the atoms represented

only by a node and linked by lines, which are called linkers in this context.
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can be enumerated and characterized with respect to other known solids - either
porous or non-porous. The nomenclature of the topology is based on a three letter
code. In contrast to the zeolite community lower case letters are used (e.g. pcu
for a primitve cubic network). The MOFs investigated in this work have all equal
edge in their networks. In this case the net is edge-transitive, but other networks
with different kinds of edges are also known [114]. Furthermore the underlying
network topology is described according to the connectivity of the vertices. In a
N,M-connected net, two kinds of nodes are present (binodal network). One kind is
connected to N and the other to M neighbors.



A Reverse Topological
Approach

Due to the size and insolubility of the products, the synthesis of extended structures
like MOFs has to be performed in a self-assembling fashion. The use of discrete
or well-defined building units, which are either part of the starting materials or ob-
tained in-situ during the assembling reaction, has in this regard some advantages.
The control of their size, shape and functionality can be used to modify the assem-
bling process or maybe force the development of specific periodic systems. In the
framework of a target-based approach the answer to the question “Which periodic
structures can be obtained by using individual units?” is pivotal. Thus the enumer-
ation of known materials with respect to their basic topology, which can be done
routinely by the topological approach, is in this regard, as pointed out by Thomas
et al., more than just a “Fleißarbeit” [115]. Detailed structural investigations rather
allow the development of synthetic concepts, which support the idea of engineer-
ing new materials. In principle the knowledge about the possibilities to link simple
geometrical object like octahedrons or squares to form periodic networks, allows to
work out recipes for the synthesis of frameworks with targeted topologies, if reason-
able bricks are available. Unfortunately, the number of combinations of connecting
even just one kind of geometrical object is infinite [116]. But the analysis of a wide
range of known MOF structures pointed out that in most cases high symmetric
topologies are obtained [116], which motivates the idea of constructing new MOFs
using rigid molecular SBUs with well-defined shapes. Although a number of exam-
ples are known where the apparent “combinatorial symmetry ” [116] constrains the
system to one or very few high symmetric topologies, porous coordination polymers
are known with quite low network symmetries. For example, owns MOF-177 [47],
which is built up by octahedral and trigonal SBUs, the qom-topology. This net-
work graph has three different kinds of three-coordinating and two different kinds
of six-coordinating nodes. Since the number of known MOFs structures is still
few compared to the enormous quantity of thinkable systems and is continuously
growing in the last years, the thesis of McCrone that the “number of forms known
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for a given compound is proportional to the time and money spent in research of
that compound” [117] might also be applicable to the field of porous coordination
polymers. Indeed Caskey et al. [118] could show how the SBUs of the MOF-177
framework can lead to different topologies. The possibility of synthesizing frame-
works with different periodic structure by the same bricks hampers the development
of rational synthetic concepts. Note, that the structural diversity known from the
zeolites, which are constructed mainly by Si4O-tetrahedrons, is due to different
connecting of this single unit. The recently developed class of ZIFs (zeolitic imida-
zolate frameworks), which is a subclass of the porous coordination polymers, shows
similar structural features [24].

In addition to these topological considerations, molecular solids include other
challenges. In the case of discrete molecules the possibility of isomers is known.
Within this umbrella term, which describes the phenomena that compounds of the
same molecular formula can occur in different structural forms, a number of iso-
meric types are defined to classify molecules and related compounds. One example
in this case is the presence of structural (or constitutional) isomers. In this case
the same atoms are assembled in different orders. In the field of macro-molecules
like MOFs the term supramolecular isomers [119] is often used to describe similar
structural features. In this regard Zaworotko and co-workers introduced four differ-
ent categories [120]. According to the non-periodic systems the first class, which
is termed structural isomers, describes the assembly of the same units, in this case
SBUs, in different manners to obtain various networks. Further catenated3 and non-
catenated networks were discriminated. The third category deals with the possibility
of chiral networks and is paraphrased by the word optical isomers. Considering the
molecular nature of the coordination polymers, conformational isomers are defined
as periodic systems, which are built up by the same SBUs but these units occur in
different conformeric forms (e.g. gauch and anti form of bis(4-pyridyl)ethane [119])
leading to different network topologies. Besides this heuristic approach, Schröder
et al. [121] classified supramolecular isomers more generally with respect to the in-
teractions present within the periodic system. First, using the same molecular units
equal binding motives (e.g. metal-ligand coordination bond) can give rise to differ-
ent networks. Second, in some cases the SBUs can interact via different functional
groups, which cause the assembling of various topologies. Third, the influence of
the packing of guest-molecules on the structure is considered.

Both concepts point out the need to classify the structure of porous coordination
polymers systematically and motivate the idea to develop a general concept. In
addition to topological descriptions, the concept should deal with the molecular
nature of the system and should not be based on current experimental observations
like the approach of Zaworotko. To elaborate the complexity of molecular solids a

3Catenation is just another term used to describe interpenetrated systems.
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thought experiment can be performed to reveal stepwise the structural features of
the periodic system. Based on this a hierarchy of structural complexity can be
derived. The basic assumption is that molecular solids is constructed using building
blocks, which have well-defined shapes and allow directional bondings. Note, that
the word construction does not mean that these fragments are involved in the
actual growth mechanism. Rather they are introduced to understand the structure
as in the topological approach. Since these SBUs may usually be represented by
simple geometrical objects like octahedrons or squares the concept of describing
MOFs by graphs is evident, as pointed out before. Using combinatorial methods,
the possibilities to link these abstract units to periodic networks can be explored.
Figure 3.4 shows some example for different assembling of octahedral and trigonal
units. Due to the different assembling of the units significant differences in the pore
size and shape are expected. Further note that the isomers are build up by the same
SBUs but the ratio between the used SBUs differs.

Figure 3.4: Different topologies constructed by alternating linking of three and six
coordinating nodes. Using these networks as blueprints for MOFs and introducing
the same SBUs topological isomers are obtained. For visualization reasons the
augmented form of the network is depicted.

In principle, all these generated networks should be potential topologies for a
particular MOF with appropriate units. As pointed out by Zaworotko these MOFs are
supramolecular isomers. But to emphasize the structural differences these isomers
will be called topological isomers 4. The polymers can be distinguished solely by the

4The term “topological isomers“ was used before by Blake et al. [122] with the same meaning.
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underlying network topology. In agreement with the definition of Blake et al. [122],
the systems termed as conformational isomers in the classification of Zaworotko
[120] are isomers, which should also be called topological isomers, since the different
shapes of the SBUs lead to constitutional different graphs. Within the structural
classification, topological isomers are the first level of structural complexity.

If the network topology is appropriate, networks of the same type may be but
into each other (Fig.3.5). The system is called to be interpenetrated or catenated
(second level of complexity). The free pore volume is in this case decreased since the
pores are filled with another network. If the pore size is suitable many fold interpene-
tration is possible. But note, that in some cases the molecular network might not be
able to interpenetrate due to the size of the SBUs, even though interpenetration is
possible for the underlying blue print. The interpenetrated and non-interpenetrated
system are isomers, since the composition of the MOFs is maintained.

Figure 3.5: Interpenetration of a cubic network. Left is the non-interpenetrated
network shown. In the center and on the right side are the one-fold or two-fold
interpenetrated system illustrated, respectively.

So far the building blocks are just considered as geometric objects, but never-
theless a large number of different isomers can be generated within the thought
experimenton these two levels. But once, one topology is chosen and the degree
of the interpenetration is defined, the SBUs, which are not purely abstract objects
have to be embedded. In the previous classifications the molecular structure of the
SBUs within the network was not considered but in the following it is shown how
the embedding of the SBUs influences the molecular structure of the MOF and can
lead to further isomeric forms.

First, the SBU has to be investigated with respect to the degrees of freedom,
which remain if the fragment is built into the periodic system. If a rigid framework
is assumed all translational degrees of freedom are lost once the unit is embedded.
A special case, where a translational contribution is maintained, is if the whole MOF
has a dynamic feature like in the case of an “breathing” framework [123]. Here, a
set of SBUs are able to translate together, although the overall motion is restricted.
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Different stable forms can be distinguished, which will be referred to as dynamical
isomers (Fig. 3.6). Their interconversion is dominated by non-bonding interactions
and thus reversible and tunable by external stimuli (like guest molecules).

Figure 3.6: Two examples of dynamic isomerism

Considering rigid frameworks, the SBUs can keep some rotational degrees of
freedom or be completely spatially invariant within the matrix. In the latter case
the symmetry and metric of the SBUs has to be analyzed. If both are in agreement
with the parameters of the vertex in the network graph, just one possibility is
thinkable to build in the unit into the MOF. But SBUs with a lower symmetry
compared to the node are conceivable. One example is the (Zn4O)(COO)6-SBU.
It has an octahedral shape but the symmetry of the unit is lower (just Td) due
to the presence of the zinc tetrahedral core (Fig. 3.7). Thus this unit can be
embedded in two different manners into the same network topology. It is important
to note, that once they are built in, no rearrangement into a different orientation
is possible without bond breaking. Furthermore it should be kept in mind, that
the different forms of the SBUs occur due to the hindrance of their movements by
strong bondings within the framework. MOFs, which differ in the arrangement of
their low-symmetrical SBUs are termed isoreticular isomers, since the topology is
maintained comparing these networks just the local environment varies with respect
to the orientation of the SBUs.
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Figure 3.7: Example of a SBU with a lower symmetry compared to the vertex of the
network. In this case the molecular SBU has a tetrahedral symmetry in contrast to
the octahedral symmetry of the node and consequently the SBU can be embedded
in two orientations without influencing the network topology.

Another type of isoreticular isomers can occur if the SBU has a different metric
compared to the blue print. Changing the orientation of these units changes the
local metric. An example for this type of isoreticular isomers was shown recently
by the synthesis of a MOF, which has the nbo-topology but due to the asymmetric
shape of one SBU two different phases were observed [124].

Figure 3.8: Example of isoreticular isomerism, which occurs due to a difference in
the metric of the molecular SBU and the vertex in the blueprint.
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But the change of the metric can also lead to the change of the chemical
nature of the connecting points between the SBUs. For instance, if a triangular
unit is modified by shortening one edge, the three connecting points are no longer
equivalent (Fig. 3.9). One vertex has two neighbours, which are equally apart,
and the other two points have one short and one long edge. Schnobrich et al.
demonstrated the possibility to obtain these kind of isoreticular isomers by modifying
the metric of three and four coordinating organic SBUs [125]. Note, that if the
metric of the SBU and the chemical nature of the connecting points is changed,
the possibility to obtain a network topology is also influenced. The last class of
isoreticular isomers can be generated if chiral groups are present in the SBU, since
the topology does not change by modifying the chiral information.

Figure 3.9: Illustration of a SBU with asymmetric shape compared to the vertex.
The red balls indicate the different atoms next to the connecting points (yellow).
By rotation of the unit the ordering changes.

After this fourth level of complexity, the rotational degrees of freedom of the
SBUs have to be considered. The rotation can lead to different arrangements of this
flexible group, which are energetically probably equal. But the local environmental
changes, since, for example, functional groups point into the pore center in one
arrangement and not if the SBU rotates. This structural phenomena, which is
reversible, will be termed conformational isomerism. In contrast to the isoreticular
isomers, these isomers can be interconverted by external stimuli (like temperature)
without influencing the overall topology, even when the whole MOF is built up.
Due to bonding and non-bonding interactions within the matrix the rearrangement
of the rotatable SBUs has multiple local minima and thus the interconversion of the
conformational isomers is an activated process.

Based on this hierarchy of different structures phenomena, MOFs can be on the
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one hand systematically classified but on the other hand the approach to start with a
topological consideration and to elaborate stepwise the molecular nature allows the
investigation of MOFs in more detail with respect to their structure. The difference
in the basic idea of this approach compared to the topological approach, which
starts from the experimental data, should be kept in mind. The presented reverse
topological approach (RTA) can be further combined with theoretical methods to
study quantitatively MOFs with respect to possible isomers, which all influence the
performance of the final compound. In addition, detailed studies of the isomerism
of MOFs are crucial to enable the development of rational synthetic strategies.

In this regard the influence of modifications or exchanges of the SBUs, on the
preferred structure can be investigated systematically. Thus even network not, yet,
synthesized can be generated and features like different types of isomerisms can
be studied, so that the initially asked question: Which periodic structures can be
obtained by using individual units? can be answered in the long-run.

In the following two chapters different MOF systems are investigated to illustrate
the ability of the RTA in order to explain the structure of porous coordination
polymers, which are experimentally known. In addition the approach is used to
tune the network to a desired topology. In the last chapter of this part the focus
lays on the isoreticular and conformational isomers. To get reliable quantitative data
by the theoretical studies, ab-initio force field for the different MOFs are explicitly
parametrized.



Chapter 4

Copper Paddle Wheel
MOFs

The self-assembling process of MOFs include the formation of different fragments,
which are linked in a specific fashion to construct the final network. The question
how the individual units are obtained during the reaction is complex and depends
on the particular system. Usually the organic part is provided as one of the starting
materials (e.g. terephthalic acid). The inorganic unit is often formed in-situ during
the synthesis, like the Zn4O-cluster in MOF-5. Thus it is obvious, that the synthetic
conditions of the MOF (e.g. pH-value or concentration) have to match with the
ones for the formation of the inorganic unit. However based on one inorganic SBU
various MOFs can be generated by changing the organic unit. These MOFs can
have either related network (e.g. topological isomers), if the organic linkers have
the same shape, or substantially different topologies, if the shape of the organic
SBUs change (e.g. going from a linear to a trigonal unit).

In this regard the class of “paddle wheel” SBUs have to be mentioned, since a
wide range of MOFs could be synthesized based on them. These inorganic units
consist of a metal dimer core, surrounded by four bridging carboxylate ligands in
the syn-syn mode (Fig. 4.1), with the general formula of M2(CO2)4. In the most
cases the metals are either copper or zinc atoms. Using the carboxylate carbons
as connecting points a square planar SBU is formed with the characteristic paddle
wheel shape.
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Figure 4.1: Different representation of the paddle wheel unit

One of the first and most studied MOF systems is the copper paddle wheel
(CPW) based HKUST-1 ([Cu3(btc)2]n, btc = 1, 3, 5 − benzenetricarboxylate)
[126]. The 3,4-connected binodal network forms the cubic tbo topology [127]. By
changing the organic unit, other MOFs with different topologies (e.g. 4,4-connected
network [128]) are possible. Even chiral networks could be realized by using a
homochiral linker together with the CPW-SBU [129]. It should be mentioned, that
in the as-synthesized samples of these materials the axial position of the copper
atoms is occupied with solvent molecules. By adequate post-synthetic treatments
(e.g. heating of the sample) the axial ligand can be removed. The remaining
unsaturated metal site may be used as a reactive center [130] or as strong binding
site within the pores, improving the adsorption properties [131]. In addition, porous
coordination polymers are known, which are build up by the paddle-wheel unit, but
do not form a four coordinated vertex rather use the axial position as an additional
connecting point of the network. In this case the SBU is a six coordinating node
and indeed the zinc derivative of the CPW-SBU appears only in this motive in a
MOF [132]. In the current topological investigation the copper paddle wheel unit
occurs just in the square planar form representing a four-coordinating vertex.

In advance to these structural studies a force field based on quantum mechanical
reference data is derived to enable quantitative simulations. Currently, no force field
is known describing accurately the flexible nature of the unit, presumably due to the
difficulty to describe the coordination environment in the deformed square planar
Cu(II) system. Up to now, theoretical investigations concentrate on the HKUST-1
system, with a particular focus on guest molecule adsorption and transport within
the pores [133–142]. In all these molecular simulations the framework was kept
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rigid. To overcome this limitation one aim of this chapter is to derive a force
field, which is able to describe both the structure and the internal dynamics of
the MOF. Combining this ab-initio derived force field with the reverse topological
approach, structural phenomena of CPW-MOFs are discussed in the second part. In
particular 3,4 connected networks, build up by square planar and trigonal nodes, are
considered. The aim is to understand topological isomers of the copper paddle wheel
MOFs and to answer the question how the exchange of the organic unit influences
the network topology. Based on the obtained results it will be demonstrated how a
linker can be designed to achieve a designated network topology rationally.

4.1 Ab-initio Parametrization of a Copper Paddle

Wheel Force Field

4.1.1 Reference Systems

Dinuclear paddle wheel carboxylates are ubiquitous in metal-organic chemistry [143].
A number of second-row transition metal containing compounds have been studied
both experimentally and theoretically, with a special emphasis on the metal-metal
interactions. For example, a DFT investigation of molecular structures and vibra-
tional spectra of dinuclear tetracarboxylates (formate and acetate) of molybdenum
and rhodium confirms the reliability of the DFT method [144]. Much less atten-
tion has been devoted to the theoretical investigation of the first-row transition
metal carboxylates (excluding chromium), such as copper and zinc compounds,
with the general belief that no metal-metal bond is formed in their dinuclear car-
boxylates. However the unusual magnetic properties of the dicopper tetraacetate
hydrate complex are known for a long time. The antiferromagnetic character of the
two d9-centers was explained by its dimeric structure [145], which was predicted
[146] before it could be confirmed [147]. The theoretical studies could show that
the triplet excited state is very close to the open-shell singlet ground state, and the
energetic splitting is a very sensitive probe to judge the performance of different
levels of theory [148–151].

For the parametrization of the CPW-SBU a multi-scaling approach was applied,
with ab-initio reference data on the DFT level. To chose adequate model systems,
which are reasonable for high level quantum mechanic calculations a building block
technique was adopted. Thus the dicopper paddle wheel system was modelled using
the most simple molecular system, namely the dicopper tetraformate shown in Fig-
ure 4.2. The geometry of Cu2(O2CH)4 was optimized using the spin-unrestricted
hybrid DFT method (UB3LYP) and applying the so-called broken-spatial-symmetry
(BS) approach [152, 153]. Due to the antiferromagnetic exchange coupling, the
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high-spin (triplet) excited state of the acetate is only 292.2 cm−1 above the open-
shell singlet ground state (Ci symmetry) [154]. The calculations (UB3LYP with the
aug-cc-pVDZ-PP basis set [155–157]) gave a value of 372 cm−1 for the acetate
Cu2(O2CCH3)4(H2O)2, taken as two times the (geometry optimized) energy dif-
ference between the high spin (HS) and the BS states, 2 · (EHS − EBS) (see also
ref. 148). Since both the geometry and the vibrational frequencies for these two
states are nearly indistinguishable for the purpose of the force field parametrization,
the triplet state was used as the reference, because it is more straightforward to
calculate. In addition, the triplet state is appreciably populated at room temper-
ature. Note, that the closed-shell singlet state was calculated to lay energetically
far above the triplet state (12860 cm−1) and should not be used as a reference. In
Figure 4.2 the optimized structure with relevant geometrical data is shown.

Figure 4.2: Model system used for the force field parametrization. Important bond
length and angle are given in Angstrom and degrees. Computed atomic charges for
each atom type are shown in parentheses.

In order to assess the quality of the DFT reference structure, a comparison with
experimental data is performed (Tab. 4.1). To facilitate this, the computed results
for the water coordinated formate and acetate complex are also given (Tab. 4.2).
However, an important point when comparing the experimental data and results
obtained from the simulation in vacuum for the hydrate complex, are the hydrogen
bonding interactions between the axial water ligand and the carboxylate oxygens.
For the theoretically optimized structures with axial water, the Cu− Cu−Owater

angle is significantly bent in order to allow an intramolecular interaction with the
carboxylate oxygens. This structural feature is not observed in the neutron diffrac-
tion study of the dicopper acetate [158], pointing out the difficulty in comparing
experimental results with theoretical data. The orientation of the water is purely
an artifact of the isolated molecule calculation, where the presence of other sur-
rounding molecules is ignored. This leads to the reduction of the symmetry and
two different Cu − Ocarb bond lengths. Further, the different intermolecular hy-
drogen bonding interactions in the experimental structures also result in a scatter
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of the observed Cu − Ocarb bond distances, making it hard to compare prop-
erly. Moreover, in the as-synthesized HKUST-1 material [126] no bending of the
Cu − Cu − Owater is seen, and all Cu − Ocarb distances are of the same length
(within the experimental error). Obviously, an extensive hydrogen bonded network
with some additional water molecules is formed. As observed in a previous study
[98], the metal-oxygen bond lengths are somewhat overestimated on the DFT level
as compared to the corresponding MP2 results (UMP2/aug-cc-pVDZ-PP). The
most noticeable change on axial coordination with water is the fact that both the
Cu− Cu distance and the Cu−Ocarb distances are elongated by ca. 0.08 Å and
0.01-0.03 Å, respectively. This effect has recently been observed for the HKUST-1
network [159]. The preformed calculations on the paddle wheel unit without axial
water give the Cu − Cu distance in good agreement with that found in the fully
desolvated HKUST-1 framework (2.50 Å [159, 160]). Note, that the Cu − Ocarb

bonds in solid copper acetate monohydrate, which are not perturbed by hydrogen
bonds, are similar in length (1.942(1) and 1.952(1) Å [158]) to those found in the
HKUST-1 framework (1.952(3) Å [126]).

From this comparison it was concluded that effects like the systematic error of
the given level of theory, the simplified formate model system, or additional hydrogen
bonding on the structural parameters are small. Thus, the formate model computed
on the DFT level can serve well as a reference for the force field parametrization,
as the minimum structure and curvature of an “unbiased” potential energy surface
is seeked. The deficiencies of the DFT method were intentionally not correct, but
fit to reproduce this higher level method in the sense of a multi-scale simulation
approach. Accordingly, the calculated Hessian matrix elements were taken unscaled
for the parameter fit.

Table 4.1: Selected structural data for dinuclear copper tetracarboxylates without
the coordination of water.

Formate: Cu2(O2CH)4

Method B3LYPa MP2b FF
r(Cu− Cu), Å 2.518 2.504 2.519
r(Cu−Ocarb), Å 1.967 1.935 1.967
r(C −O), Å 1.265 1.274 1.265
∠O − C −O, deg 127.8 127.7 127.8

a Triplet state; UB3LYP/aug-cc-pVDZ-PP. b UMP2/aug-cc-pVDZ-PP.

The effective atomic charges were obtained from the fitting of the electrostatic
potential (ESP) based on the Merz-Kollman sampling scheme [161] using ca. 2000
grid points per atom1. The van der Waals exclusion radius of 2.26 Å for the Cu
atom was taken from ref. 163. The resulting atomic charges are given in parentheses

1A critical comparison of methods for charge derivation is given in ref. 162.
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Table 4.2: Selected structural data for dinuclear copper tetracarboxylates with the
coordination of water.

Formate:
Cu2(O2CH)4(H2O)2

Acetate:
Cu2(O2CCH3)4(H2O)2

Method B3LYPa B3LYPa Exp. (XRD)c

r(Cu− Cu), Å 2.604 2.564 2.613
r(Cu−Ocarb), Å 1.980, 2.001 1.974, 1.998 1.947d, 1.990
r(Cu−Ow), Å 2.270 2.302 2.161
r(C −O), Å 1.262, 1.265 1.268, 1.272 1.260d

∠O − C −O, deg 127.7 125.4 125d
a Triplet state; UB3LYP/aug-cc-pVDZ-PP. b UMP2/aug-cc-pVDZ-PP. c Experi-
mental values from ref. [158]. d Averaged values.

in Fig. 4.2. The calculated charges are in good agreement with those obtained in
previous studies with slightly different basis sets and fitting protocols [136, 142].
In order to describe the HKUST-1 system additional parameters, missing in the
standard MM3 parameter set, were derived from a sodium benzoate model, which
was optimized on the same B3LYP/aug-cc-pVDZ level of theory, following a previous
study on carboxylate force fields [164].

4.1.2 Parametrization

The parametrization strategy focuses on accuracy in reproducing the reference data
at the expense of transferability. The primary step is the choice of the nonbonded
parameters. Van der Waals (vdW) interactions are described by the MM3 specific
Buckingham potential [96] and the usual Lorentz-Berthelot mixing rules, with all
parameters taken unadjusted from ref. 163 (for a listing see Tab. 11.1 in the ap-
pendix). Note that these generic vdW parameters, available for the full periodic
table, are the only values extrapolated from few high accurate, experimental data.
All other parameters have been derived from the corresponding first principle cal-
culations. In contrast to the MM3 energy expression, where bond dipoles are used
to describe electrostatic interactions, atomic point charges are used in the force
field (with interactions between 1-4 connected atoms scaled by a factor of 0.5). In
order to arrive at a charge neutral Cu2(O2C)4 fragment, the small charge on the
formate hydrogen was added to the Cu and Ocarb, leading to the following charges
used in the force field calculations: Cu +1.2, Ocarb -0.64, and Ccarb +0.68. For
the remaining atoms of the organic linkers, the following atomic charges were used:
Cph -0.12 and H +0.12 for all Cph − H groups and a zero charge for all other
Cph. A general issue in modeling coordination compounds are large partial charges
needed to represent the electrostatic potential in the surrounding. In particular, in
the copper dimer the charge of +1.2 on the two metal atoms in close proximity of
only about 2.5 Å leads to a strong electrostatic repulsion, which is an artifact of
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the atomic point charge model [165]. This leads to too stiff carboxylate bending
potentials in order to compensate this repulsion and to maintain the structure. To
avoid this problem an explicit Cu − Cu bond was introduced to exclude this 1,2-
interaction. Note that this is only for modeling the system properly and has nothing
to do with the true presence of a chemical bond between the metal atoms.

The functional form of the energy expression for the bonded interactions is a
modified form of the MM3(2000) force field of Allinger [96]. The original MM3
stretch-bend cross-term was modified by introducing two different force constants
for the two bonds that comprise a bond angle and implemented a new stretch-
stretch cross-term [98]. The weaker Cu − Ocarb coordination bonds are described
by a Morse potential

EMorse

stretch
=

kstretch
2α2

�
1− e−α(r−r0)

�2

(where kstretch is the force constant, r0 the reference distance, and α = 2.5Å
−1),

which was found to be superior to the standard MM3 quartic term used for all
other bonds [162]. For the square coordination environment of Cu(II) with angular
minima at 90° and 180°, an improved Fourier type angle bending potential is used

Ebend(θ) =
1

2
kbend[1 + cos(θ)][1 + cos(2θ)],

where θ is the Ocarb −Cu−Ocarb angle and only kbend needs to be adjusted[166,
167].

As explained in the theoretical part of this work the DFT optimized geometries
of the reference systems and the cartesian Hessian matrices were projected into
a redundant set of internal coordinates, defined by the force field connectivity,
and used as input for the genetic algorithm to parametrize the force field. The
linker model system was used to parametrize the Ccarb −Cph interaction including
stretch, bend, out-of-plane bend, torsion and cross-terms. For torsional barriers, in
addition to the curvature at the energy minimum, also rotational energy barriers
were included in the fitting procedure. Following the MM3 scheme for aromatic
systems, the parameters for the Cph-Cph bond stretch force constant and the two-
fold torsion potential were adjusted by performing a self-consistent field molecular
orbital calculation for the π-system using a modified Pariser-Parr-Pople method
[168]. However, this was not done “on-the-fly” but the parameters were kept fixed.
The final parameter set is given in Tab. 11.1 (appendix).

4.1.3 Validation

At first, the results of the dicopper formate model (Fig. 4.2) were directly compared
with the DFT reference. As expected, the structure is reproduced very well as shown
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in Tab. 4.1. The low vibrational frequencies below 300 cm−1 are compared in Tab.
4.3. The largest relative deviations are observed for the two lowest modes, which
can be described as a twist around the Cu · · ·Cu axis and a D4h to D2d symmetry
distortion from a square planar to a tetrahedral copper coordination environment,
respectively. These discrepancies in the normal modes persist, despite the low de-
viations between elements of the redundant internal coordinate Hessian, included
in the fitting, from the force field and the DFT reference, respectively. However, a
close inspection of the off-diagonal terms of the reference Hessian matrix shows for
example a strong coupling between the Cu−Cu and the Ocarb−Ccarb stretch with
a force constant above 1 mdyn/Å. This reveals the peculiar electronic interactions
in a coordination complex, which can not fully be captured by a force field without a
stretch-stretch cross-term for non-adjacent bonds. In addition, it can be presumed
that the large electrostatic interactions between highly charged atomic sites in close
proximity might also lead to a too stiff potential [165]. However, the overall agree-
ment is gratifying in view of the fact that only limited number of cross-terms are
included. In particular, the frequency of the normal mode best described as the
Cu · · ·Cu stretching (222/219 cm−1) and the soft “in-plane” deformations of the
square SBU (154/161 cm−1 and 164/164 cm−1, bending of Ocarb −Cu−Ocarb),
which are most relevant for the flexibility of the MOFs, are very well reproduced by
the force field.

Table 4.3: Vibrational modes (in cm−1) below 300 cm−1 for dicopper tetraformate
model system

UB3LYP/aug-cc-pVDZ-PP Force Field deviation mode degeneracy
58 91 -33 1
67 124 -58 1
106 118 -13 2
154 161 -8 2
164 164 0 1
222 219 +4 1
225 179 +45 1
232 229 +3 2
251 229 +22 1
274 290 -16 1

In the next step the FF was used to investigate the experimentally well char-
acterized periodic HKUST-1 (Fig.4.3) [126]. The optimized lattice size of 26.3833
Å (corresponding to the zero Kelvin limit) is in good agreement with the value of
26.3046(2) [169] for a fully desolvated HKUST-1 measured at low temperature (T
= 77 K). The results suggest that the lattice constant is particularly sensitive to
the Cu − O length. The discrepancy can be explained by the overestimation of
this distance by the B3LYP functional (1.97 Å) as compared to the experimental
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value (1.92 Å) [169]. A similar observation has been made before in a study on
MOF-5 [98]. Intentionally, this slight deviation is accepted, which is due to the first
principles reference, and a manual “tuning” of the parameters after the automated
GA fitting procedure is refrained.

Figure 4.3: HKUST-1

In the network, the trigonal vertex has a threefold symmetry axis, whereas the
four coordinated vertex has a reduced local D2d symmetry with two different angles
of 109.5° and 70.5°. As a consequence a deformation is needed to accommodate
the square planar copper paddle-wheel SBU, leading to the typical bowing of the
linker as shown on the right in Fig. 4.4. In contrast to the 19.5° deviation in
the parent network, the Ccarb − XCu2 − Ccarb (where XCu2 is the centroid of
the two Cu atoms) deviate only by 2.4 deg from orthogonality. The remaining
deformation is transferred to an out-of-plane bending of the carboxylate “hinge”
and a bending of the carboxylate out of the phenyl ring plane. However, relaxing
a cut out paddle wheel unit with the adjacent phenyl rings (shown on the left in
Fig. 4.4) reveals that a strain energy of only 1.1 kcal/mol is stored in this fragment,
well accessible by thermal fluctuations. A comparison of the Ccarb −XCu2 −Ccarb

and the XCu2 − Ccarb − Cph angles with the corresponding experimental data (in
parentheses in Fig. 4.4) from ref. 169 demonstrate the accuracy of the FF.

In order to test the validity of the flexible force field for dynamic properties the
thermal expansion coefficient of desolvated Cu-btc was computed. In Fig. 4.5 the
temperature dependence of the lattice constant is shown, obtained from a series of
NPT ensemble simulations between 200 and 500 K at a pressure of 1 atm. At each
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Figure 4.4: tbo network topology. Ccarb−XCu2−Ccarb and the XCu2−Ccarb−Cph

angles in deg, experimental data in parentheses from ref. 169.

temperature, the system was subjected to 100 ps of temperature equilibration at
a constant volume (NV T ) followed by a 100 ps equilibration in the NPT ensem-
ble and a 400 ps sampling run (NPT ). Despite the above discussed offset in the
lattice parameter, the simulations give a volumetric thermal-expansion coefficient
of −1.07×10−5 K−1 and reproduce quantitatively 2 the negative thermal expan-
sion (NTE) behavior of the desolvated HKUST-1 material as measured recently in
experimental studies [160, 169] (see Fig. 4.5). However, it is significantly smaller
than that found for MOF-5 [170]. This result is a clear indication for the accuracy
of the first principles derived FF, which is able to reproduce such a complex global
framework motion without the use of experimental data in the parametrization.

In addition the elastic constants were computed, which can be important for
technical applications. The bulk modulus B is calculated to be 25 GPa (for com-
putational details see ref. 98) in excellent agreement with the experimental value
of about 30 GPa for the non-desolvated HKUST-1 [171]. In accordance with the
lower NTE, the predicted bulk modulus is appreciably larger than that found in
MOF-5 with 14 GPa [98], indicating its higher stiffness. Note that in contrast to
the discrepancy between experimental results, determined by nanoindentation, and
theoretical results in the case of MOF-5 [172], here a good agreement between
measured and computed bulk modulus is found. The shear modulus (C11 − C12)

of HKUST-1 is computed with 3.5 GPa and the strain modulus C44 with 13 GPa.
Due to the presented results the parametrized force field can be seen as reliable

for further investigations.
2The S-PXRD values plotted in Fig. 4.5 are taken from Tab. S1 of the Supporting Informations

of ref. .169 From this data a averaged linear volumetric expansion coefficient of −1.06×10−5 K−1
can be derived by linear regression.
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Figure 4.5: Temperature-dependent variation in the simulated lattice constant of
Cu-btc with standard deviations (open squares). The value at T = 0 K results from
the full optimization of Cu-btc. Experimental data are from synchrotron powder
X-ray diffraction measurements (triangles).[160]

4.2 Investigation of the Network topology

Two high symmetry network topologies are possible for 3,4-connected networks with
a square and trigonal unit [127]. In Fig. 4.6 the augmented form of these edge
transitive networks: tbo and pto [127, 173] are depicted.

Figure 4.6: Augmented network of a) tbo and b) pto

According to the reverse topological approach a molecular network can be con-
structed by replacing the (augmented) vertices in the blue print by molecular SBUs
as schematically shown in Fig. 4.7. If the trigonal vertex is replaced by a C6H3

unit, MOFs of the formula Cu3(BTC)2 are formed, which will be abbreviated in
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the following as Cu-BTC. The experimentally known HKUST-1 [126], represents
Cu-BTC in the tbo topology (Cu-BTC-tbo).

Figure 4.7: Correspondence of vertices and real building blocks.

An isoreticular network, in analogy to the linker extension in the IRMOF series
[174], can be formed by adding three phenylene groups (see Fig. 4.7), resulting in
the btb linker (btb = benzene−1, 3, 5−tribenzoate). The corresponding MOFs will
be referred to as Cu-BTB-X (X= tbo or pto). Interestingly, the only known copper
paddle-wheel MOF with a btb linker is MOF-14, which represents Cu-BTB in a
peculiar interwoven pto network [175]. Using the ab-initio parametrized force field
topological isomers of these networks can be investigated. Since also experimentally
unknown system can be studied, reasons for the energetical preferences of one
topology can be derived, which helps to understand the structure of the system in
more detail. With respect to the experimental results the following questions arise:
Why does the MOF forms the tbo structure in the case of HKUST-1 but the pto
topology is obtained in MOF-14? Can the topology be influenced by the choice of
the SBUs? It is important to stress again, that the two networks - tbo and pto
- represent isomers with the same connectivity and therefore are located both on
the same molecular mechanics energy surface, even though bond breaking would be
needed to interconvert them. Thus, relative strain energies can be computed.

Therefore, the Cu-BTC MOF was optimized in both topologies without any
symmetry constraint (space group P1). The pto network consists of two formula
units S3T4 (where S represents the square and T the trigonal building block) per unit
cell, whereas the tbo cell is formed from eight such minimal units. For comparison,
all energies are given per formula unit S3T4 in the following. In Tab. 4.4 relative
steric energies of all investigated systems are summarized.
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Table 4.4: Relative Energies (per formula unit S3T4 and in [kcal/mol]), lattice size
in [Å] and solvent accessible surfaces (SAS, per formula unit and in [Å2]) for all
investigated network topologies.

Cu-BTC tbo pto tbo (int)a pto (int)b
∆Estrain 0.0 11.9 -40.1 179.2
lattice size 26.383 15.281 26.362 15.063

SAS 457 214 44.4 28.3

Cu-BTB tbo pto tbo (int)a pto (int)b
∆Estrain 15.3 0.0 -7.6 -31.8
lattice size 47.409c 27.463 47.344c 26.994

SAS 1913 2024 1367 976

a interpenetrated (see Fig. 4.10a). b interwoven (see Fig. 4.10b). c averaged (for strained
systems multiple local minima were observed close in energy with a small orthorhombic symmetry
breaking).

The Cu-BTC-tbo network is by 11.9 kcal/mol per formula unit more stable
than the alternative pto topology. Thus, the experimentally obtained structure of
HKUST-1 [126] is due to a thermodynamic preference reducing the steric strain.
A closer analysis of the tbo case reveals a non-planar deformation of the trimesic
acid linker in order to maintain the square coordination at the paddle-wheel unit
(Fig. 4.8a). However, apart from this slight bending, the linker is planar in contrast
to the situation in the pto topology, where the carboxylate planes are rotated by
33.4° with respect to the C6H3 aromatic plane (Fig. 4.8b). As observed previously
in experiment [77] as well as theoretical works [164], the phenyl carboxylate bond
has a sizable rotational barrier due to conjugation. The energetic penalty for the
carboxylate rotation in pto outweights the linker deformation in the tbo net. This
observation demonstrates the necessity for an accurate parametrization of the force
field, since a delicate balance between different small deviations from the individual
equilibrium geometries of the building blocks needs to be accurately captured.
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(a) tbo (b) pto

Figure 4.8: Close-up views of the Cu-BTC systems (Cu: copper, C: dark grey, H:
white, O: red).

From the above analysis it can be concluded that an additional “joint” in the
linker backbone, allowing a rotation of the carboxylate group out off the trigonal
plane should lead to a preference for the alternative pto topology. This can be real-
ized by exchanging the btc with the btb linker (Fig. 4.7), where the biphenyl bond
has a much lower rotational barrier. The corresponding networks was constructed
and optimized in both topologies (Cu-BTB-tbo/-pto). The relative lattice energies
(Tab. 4.4) reveal now a preference of the pto structure by 15.3 kcal/mol. The
closeup of the linker structure in Fig. 4.9a shows clearly that in the tbo topology
the non-planar btb core does not fit to the constraint of carboxylate units in the
trigonal plane. Both the Cph − Ccarb and the Cbiph − Cbiph bonds are twisted,
leading to numerous minima close in energy, all of them breaking the cubic sym-
metry, an effect observed for other systems before [176]. In contrast to that the
pto topology matches perfectly to the linkers equilibrium geometry (Fig. 4.9b): the
Cbiph − Cbiph bond is rotated by 38.1°, close to the biphenyl equilibrium torsion,
whereas the carboxylate groups are not rotated.
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(a) tbo (b) pto

Figure 4.9: Close-up views of the Cu-BTB systems (Cu: copper, C: dark grey, H:
white, O: red)

4.2.1 Interpenetration

Both Cu-BTB networks are unknown experimentally, but the very intriguing MOF-
14 represents the interpenetrated variant of Cu-BTB-pto [175]. This system is
particularly interesting, since the interpenetration of the second network follows the
P-minimal periodic surface and - in contrast to usual interpenetration - the pore
volume is only slightly reduced. This behaviour is referred to as interweaving3 and
for the following discussion it is necessary to analyse the different interpenetration
modes of the tbo and pto networks in general. The interpenetrated tbo can be
generated by shifting the second net by [ 14 ,

1
4 ,

1
4 ] (fractional coordinates) with respect

to the primary, thus filling its pore space. In Fig. 4.10 the interpenetrated networks
are shown in augmented form. In case of pto, shifting an identical copy of the
primary network by [ 12 ,

1
2 ,

1
2 ] leads to a situation, where the trigonal vertices of both

networks coincide. Only by a distortion of the networks via a displacement of the
trigonal vertices away from each other, two non-intersecting interwoven networks
can be formed as shown in Fig. 4.10b. Note that if one connects the neighboring
trigonal vertices of the two networks, which are rotated by 180 deg with respect
to each other, an octahedral six coordinated vertex is formed and the resulting
non-interpenetrated net is now 4,6-connected (referred to as pto-d in the RCSR
database [173]). Since in the resulting interwoven pto net (Fig. 4.10b) only the
square vertices occupy pore space of the other network, the resulting structure is
very rigid, but still porous.

3Sometimes the term “minimal displaced” is used to describe interweaving networks. However
the latter is used here, since it is more descriptive.
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(a) tbo (b) pto

Figure 4.10: Interpenetrated (a) tbo and (b) pto networks in augmented form.

However, the structure of the interwoven MOF-14, determined experimentally,
poses an additional challenge, due to the steric deformation of each individual net.
In order to address this problem, all possible interpenetrated systems of Cu-BTC
and Cu-BTB in both topologies tbo and pto were investigated. In the following
discussion the terms “interpenetrated” and “interwoven” are used as synonymous,
since the latter is just a special variant. In principle, steric energies of interpenetrated
nets can be compared with non-interpenetrated ones in the same way as different
topologies, since all structures reside on the same molecular mechanics potential
energy surface. Nevertheless, in this case it is more difficult to assess the preference
of the real system. Due to the additional close contacts between the nets a mainly
dispersive stabilization in the gas phase is usually observed. In real systems, this
stabilization could be compensated by differences in the free energy of solvation. In
case of an attractive interaction between solvent and network, interpenetration leads
to a destabilizing reduction of the solvent accessible surface (SAS). The entropic
contributions to the free energy of solvation in the microporous framework are not
easy to assess and depend also on the type and size of the solvent. In particular,
open metal site frameworks can coordinate donor solvents and a delicate hydrogen
bonding network can be formed. But the current used model is not capable to
describe these interactions. Further the changes in solvent free energy when going
from one topology to another or changing the interpenetration mode should be
determined to get an overall picture. Note that this problem is closely related to
the solvation of biomolecules. The native state of a protein structure can often
only be described by including the free energy of solvation considering “nanoscaled”
cavities or pores [177]. However, such a treatment including a sampling of the
solvent configurational space is beyond the scope of this work. Thus, a simple and
qualitative measure was used for the possibility of solvent stabilization, namely the
determination of the SAS with a probe diameter of 3 Å. This is a typical value for
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water, often applied for the evaluation of solvation energies of biomolecules [178].
Interestingly, the same approach is used to determine the inner surface of porous
hybrid materials [179].

The computed SAS values summarized in Tab. 4.4 are given per formula unit,
since they were considered to be roughly proportional to the solvent stabilization
energy per formula unit. For the Cu-BTC systems the pto topology has about half
the accessible surface, as compared to tbo, even though it is only by a factor of 1.3
more dense. Interestingly, in case of the larger Cu-BTB systems both topologies
are nearly equal in surface size, with pto having a slightly larger SAS. In case of
the Cu-BTC, interpenetration reduces the accessible surfaces by an order of magni-
tude. These systems are essentially non-porous and a sufficient solvent framework
interaction will lead to a large energy penalty for interpenetration. In contrast to
that, for the Cu-BTB systems, the reduction is about a factor of two. This is what
can be expected for very large pores, where - in analogy to two infinite planes -
maximizing the contact would halve the accessible surface per formula unit.

From an energetic point of view, interpenetration does not change the tendency
to form a tbo structure for the BTC linker, nor for pto in case of the larger BTB
(Tab. 4.4). As mentioned above, however, interpenetration in the gas phase is
always stabilizing. Thus, from the bare gas phase steric energies the non-porous
interpenetrated Cu-BTC in tbo structure appears to be most stable. This stabiliza-
tion will largely be reduced by the loss in solvation free energy. A close inspection of
the structure of this system even reveals, that it might be impossible to be formed
at all under real growth conditions: a hydrogen atom of one net is situated just 3.22
Å away from a copper site of the other net, exactly in the direction of the Cu-dimer
axis. Thus, under growth conditions, where a solvent molecule like water or ethanol
will be strongly bonded to this copper atom, a large steric repulsion to the second
network will result. Thus, the formation of an interpenetrated Cu-BTC can be ruled
out , despite the stability of the “activated” system in the absence of such an axial
ligand. Correspondingly, no indication for interpenetrated Cu-BTC is reported in
the literature. The situation is different for Cu-BTB. Again, the interwoven pto
structure is the most stable in the gas phase. However, such close contacts for the
axial position of the Cu-dimer are absent here and the loss in SAS is much smaller.
Thus, the interwoven Cu-BTB can be expected to be formed, which is indeed the
case. The parametrized force field allow to determine the energy contributions nec-
essary to generate the interwoven Cu-BTB-pto (MOF-14), which is depicted in Fig.
4.11. Starting from the relaxed non-interwoven Cu-BTB-pto net, the bowing of the
trigonal BTB backbone leads to a deformed structure shown in the center of Fig.
4.11. An energy of 16.3 kcal/mol is necessary for this deformation. As a result,
half of the paddle-wheel SBUs are shifted apart, whereas the other half gets closer
to each other. Consequently, alternating enlarged and shrinked pores are gener-
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ated. Now, by combining two such deformed nets, the final interwoven structure is
generated. The stabilization in the gas phase is with -48.0 kcal/mol rather large,
compensating the deformation energy.

Figure 4.11: Stepwise formation of MOF-14 starting from a single Cu-BTB network
in pto topology. The energies for deformation and interweaving are given per
formula unit.

A detailed comparison of the theoretical structure, computed by a first principle
derived force field without any recourse to experimental data, shows the accuracy
of the theoretical model 4. In Fig. 4.12 a graphical overlay is shown. Note that
due to the small difference in the cell parameters (XRD: 29.948 Å; FF: 29.994 Å)
a slight overall shift of the atoms is observed. The largest deviation is because
of the shorter Cu-Cu distance in the theoretical structure, due to the fit to the
“gas phase” paddle-wheel without axial ligands [159]. Apart from that the overall
network structure coincides perfectly. Also the typical bending of the carboxylate
with respect to the square coordination at the metal atom is well reproduced. The
non-bonding Cph − Cph distances of the π-stacked central aromatic rings of the
two networks are very similar with 3.742 Å and 3.697 Å, for the experimental and
theoretical network, respectively. The most important measure for the deformation
of the pto network are the distances between the Cu-dimer centroids. In the non-
interwoven and unperturbed structure they are both exactly half the cell parameter.
In the deformed structure, two centroids have to approach each other whereas the
other two are pushed appart in order to allow the interweaving of the networks.
Again, the sum of both distances is equal to the cell spacing. In Fig. 4.12 these
two critical distances are indicated by arrows. The deviation from experiment is
within about 0.2 Å in the same order as the deviation in the cell parameter. These
results indicate that the force field is able to model the distortion in the interwoven
MOF-14 accurately.

4Here, the experimental structure with all coordinating ligands and solvent atoms removed
is compared[175]. Two structural analyses are given here, which differ only slightly. The as
synthesized structure with the slighly better R-value was used.
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Figure 4.12: Superposition of fully relaxed calculated (red) and experimental (blue,
from ref. 175) structure. The two different Cu-dimer centroid and the linker-linker
π-stacking distances are given for comparison, with the FF computed values in
parentheses.

4.2.2 Tuning Network Topology

From the analysis of the non-interpenetrated Cu-BTC and Cu-BTB systems it be-
comes clear that the tbo topology is sterically preferred when the three carboxylate
groups remain in the plane of the trigonal vertex, as in case of the BTC linker.
Because of the twisted biphenyl bond and the Ccarb − Cph conjugation this is un-
favorable for btb and the pto net is formed. Using the advantage of a theoretical
method, the force field was applied to design a btb-type linker where the more open
tbo topology is preferred. To achieve this a steric strain was introduced to avoid
the complanar conformation of the peripheral phenylene and the carboxylate group.
It was shown previously that bromium ortho-substitution can induce enough strain
to overcome the Ccarb − Cph conjugation and rotate the carboxylate group out of
the phenyl ring plane. For example, the benzenedicarboxylate (bdc) linked copper
paddle-wheel system forms a 2D periodic square grid, whereas the 2-bromo substi-
tuted BTC derivative is a 3D periodic network of nbo topology [180]. In order to
minimize positional disorder a btb derivative, substituted with six bromium atoms
in all ortho-positions with respect to the carboxylate, was tested. This btb − Br6

linker is shown in Fig. 4.13.
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Figure 4.13: Molecular representation of the btb−Br6 linker.

In the tbo topology each peripheral bromo substituted phenyl ring can rotate
out of the trigonal vertex plane in two directions leading to a large number of local
energy minima structures. In Fig. 4.14a the lowest minimum, which would be
located by an extensive simulated annealing is shown. The cutout linker structure
in Fig. 4.14b does not maintain the three fold symmetry axis of the vertex. In
contrast to that, the pto network of Cu-BTB-Br6 (Fig. 4.15) is sterically locked
into a single configuration, which is indeed 7.0 kcal/mol higher in energy as the tbo
network. It must be kept in mind that these is just the intrinsic steric preference
of the network itself, which might be compensated by solvent or kinetc effects.
In addition, the very open structure might lead to the formation of a less porous
interpenetrated system. However, one can conclude that by introducing steric strain
in ortho-position of the carboxylates, leading to a rotation out of the aromatic plane,
can trigger the formation of the more porous tbo network topology for extended
btb-type linkers. In particular, the sixfold bromium substituted btb-Br6 ligand is
proposed as candidate for this behavior.

(a) (b)

Figure 4.14: Cu-BTB-Br6 network in the sterically prefered tbo topology (a).
Cutout of a linker with the adjacent copper paddle-wheel units (b).(Cu: copper,
C: dark grey, H: white, O: red, Br: green).
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Figure 4.15: Cu-BTB-Br6 network in the unfavorable pto topology. (Cu: copper,
C: dark grey, H: white, O: red, Br: green)

4.3 Summary

The first ab-initio derived fully flexible force field for copper paddle wheel based
MOFs was developed. The MM3 energy expression was extended with specific
cross terms, bond stretch and angle terms, suited to model the pseudo square planar
copper coordination environment. In this context, a genetic algorithm parameter
fitting method was used. Both structure and Hessian matrix reference data of
non-periodic models were calculated on the B3LYP/aug-cc-pVDZ level, which was
verified to be sufficiently accurate in comparison to experimental data and higher
level theory. For validation, the resulting force field was employed to compute
structure, elastic constants and thermal expansion of the well known HKUST-1.
An indication for the accuracy of the force field is the fact that the measured NTE
is quantitatively reproduced. The origin of this effect is a delicate global motion
of the framework and shows that in particular low normal modes, responsible for
the network deformation, are well parametrized. In addition, the bulk modulus
calculated by the force field is in good agreement with the measured value.

Based on this, the network structures of different copper paddle wheel MOFs
were studied in terms of topological isomerism. Considering MOFs, constructed
by this inorganic unit and tritopic carboxylate linkers, two high symmetric network
can be generated: tbo or pto. Using the first principles derived force field, corre-
sponding structures and strain energies for networks obtained by the btc linker and
its extended variant btb were computed. In addition interpenetrated system were
investigated. As observed experimentally in HKUST-1, for btc the tbo topology is
preferred, since the bowing of the linker means less strain then a rotation of the car-
boxylate groups out of the aromatic plane, necessary in the pto case. The contrary
is true for the extended btb linker, where the pto topology is energetically favored be-
cause of the additional flexibility in the biphenyl bond. This tendency is maintained



CHAPTER 4. COPPER PADDLE WHEEL MOFS 76

also in case of interpenetration. From an estimate of the solvation contribution
via the solvent accessible surface, the interwoven pto network appears to be the
energetically preferred system, which is known indeed experimentally as MOF-14.
Most noteworthy, the structural deformation for this interweaving is accurately pre-
dicted by the force field and the corresponding strain energy can be quantified. By
ortho-substitution with a sterically demanding bromium the carboxylate is rotated
out of the aromatic plane. On the basis of the force field calculations it is proposed
that a sixfold brominated BTB-Br6 should again prefer the more open tbo network
topology.



Chapter 5

Covalent Organic
Frameworks

Covalent organic frameworks (COFs) have recently been introduced as a further
new class of functional porous materials [31, 181, 182]. Similar to the inorganic (e.g.
zeolite) and hybrid (e.g. MOFs) porous compounds, they are crystalline compounds.
They are assembled from molecular building blocks and maintain their long-range
ordering and porosity even after the removal of guest molecules. Although this part
of the work is entitled with the term “MOF”, the COFs are treated in the same
scope, due to the close chronological development of them and because of the
possibility to use the reverse topological approach to study them. As mentionend in
the introductory part of this work, COFs are built from light main group elements
such as carbon and oxygen. Thus the network is, in contrast to MOFs, constructed
by purely covalent bonds. The two- and three-dimensional COFs are obtained by
polycondensation reactions of mostly boronic acids.

From the perspective of the potential applications like gas storage, COFs are
interesting due to their high porosity and their low densities. In fact one represen-
tative (COF-108) has the lowest density known for a crystalline material [31]. In
this regard, theoretical studies of COFs dealt mainly with adsorption of light gases
like hydrogen or methane [38, 183–185]. These investigations allow a deeper insight
into the host-guest interactions and would, in principle, also help to modify and op-
timize the framework systematically by a computational pre-screening of properties.
For example, the possibility to improve the hydrogen uptake by “doping” of COFs
with Lithium atoms has been studied [186–189]. However, in the majority of cases
the network structure was taken from experimental data and was kept fixed, which
limits the predictive capability of the theoretical method. In addition, as pointed
out before, using experimental results as input for theoretical investigations might

77
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lead to wrong conclusions. Considering COFs the discrepancy might by more severe
compared to the copper paddle wheel MOFs, since so far they are just obtained
as polycrystalline powders [31, 181, 182], which makes experimental characteriza-
tion difficult. To evaluate the X-ray diffraction data, theoretical models are needed
as a starting point for the Rietveld refinement procedure. In practice, considering
the boron containing 3D networked COFs the formation of high symmetry, edge
transitive networks has been assumed. For these 3,4-networks with trigonal and
tetrahedral building blocks two high-symmetric topologies are in principle possible
[127, 173], namely tbo and ctn, shown in Fig. 5.1. The topology of all 3D-COFs
was deduced by a comparison of the measured and simulated PXRD data for these
options.

Figure 5.1: Network Topologies of the two high symmetric (edge transitive) 3,4-
heteroconnected networks with a tetrahedral and trigonal building unit. The aug-
mented networks are shown, respectively.

To allow theoretical investigation without the use of any experimental data, one
aim of this chapter is to present an accurate force field for all currently known boron
based 3D-COFs, covering the building blocks shown in Fig. 5.2. Although for purely
organic systems parametrization like for example the MM3 and MM4 force fields [96,
168, 190] or MMFF94 [191] are available the accuracy for the particular systems is
neither known nor can it systematically be improved. To get an explicit force field for
the COFs a parametrization strategy is applied similar to the one used in the case of
the copper paddle wheel based MOFs. Thus the parameters are obtained in a strictly
bottom-up fashion without recourse to any experimental data. Importantly, the
convergence of the quantum mechanical reference calculations is carefully controlled,
and thus the resulting force field accuracy is known, in sharp contrast to “black-
box” generic force fields (e.g. UFF [192]). This allows structural predictions of
yet not-synthesized systems for a computational pre-screening of properties like gas
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adsorption [189], lifting the constraint to experimental known structural data. In
addition, dynamic effects like for example elastic constants or thermal expansion
can be computed.

Figure 5.2: SBUs considered in this work together with the augmented vertex fig-
ures. Note that the central atom in the tetrahedral SBU (left) is either carbon or
silicon.

Further within the framework of the reverse topological approach the structure
of all boron based 3D-COFs are investigated to understand experimental results.
Surprisingly, all but one are found to form the ctn topology, and for unknown
reasons only COF-108 crystallizes in the bor topology. This observation is obviously
in contrast to the basic assumption of concepts like the reticular chemistry [116,
193]. In the latter case it is presumed, that the linking of SBUs with a well-
defined conformation and shape leads to a specific topology, and in case of “shape-
conserving” variations this results in a family of isoreticular materials [174].

In order to understand and control the formation of certain framework topolo-
gies, it remains to be clarified which factors govern the solvothermal growth process.
In principle, due to seeding and kinetic effects specific topologies could prevail over
others. However, because of the slow solvothermal growth process of COFs it is
plausible that thermodynamic factors will dominate. Thus, the framework topology
with the lowest free energy under synthesis conditions of the overall system, includ-
ing the solvent, will be formed. Two major factors, determining this free energy,
can be discriminated: First, there are “extrinsic” effects, governed by the synthesis
conditions like for example the nature of the solvent, the temperature or the concen-
trations of the building blocks. These effects are crucial in the case of zeolites, where
primarily templating allows to obtain specific topologies with the same tetrahedral
SiO4-unit [29, 194]. In fact, the synthesis conditions of the COFs differ to some
extent substantially. In contrast to that, “intrinsic” contributions depend only on the
sterical preference for a topology of the framework itself and are tightly connected
to the conformational freedom of the building blocks. It is an important aspect of
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porous materials like MOFs and COFs that these “intrinsic” effects can dominate,
which allows to alter the topology by substituting the organic linker [195]. Such a
tuning of the framework topology has only rarely been achieved in a true rational
way, since detailed understanding of the subtle balance between strain effects in
different topologies is needed. As mentioned before, experimentally, in a few cases
different topologies have been achieved by varying the synthesis conditions, but it is
difficult to discriminate between intrinsic and extrinsic effects. Theoretical methods,
on the other hand, allow to investigate also hypothetical systems to clearly separate
and analyse the relative strain in different topologies. Therefore, the second aim
is to gain an understanding of the “intrinsic” factors determining the formation of
a specific topology, which is only possible with the computation of reliable steric
energies also for large systems in a sequential multi-scale fashion. In particular, the
question shall be reconsidered, whether the outlier in the 3D-COF series, namely
the less dense bor topology of COF-108 is due to the specific nature of the building
blocks or just because of the “extrinsic” synthesis conditions. Therefore the first
challenge in this context is to model the respective systems with sufficient accuracy
in order to asses the strain energy and its origin with sufficient precision.

5.1 Reference Systems

According to the approach used for the copper paddle wheel systems and motivated
by experimental concepts [173, 193, 196, 197], a building block approach was used
to generate appropriate reference systems. Thus the necessary parameters for the
currently known boron based 3D COFs 102, 103, 105, 108 [31] and 202 [182] have
been derived from six non-periodic model systems shown in Fig. 5.4 and 5.3. These
fragments are derived from the SBUs of the real systems by just cutting carbon-
carbon bonds. In the case of the trigonal SBUs the boron atoms are always saturated
with benzyl groups. Due to the size of the trigonal unit in COF-105 and 108 it was
further dived into two subunits (B1 and B2; see Fig. 5.3).

Figure 5.3: Non-periodic reference system used for the force field parametrization
of the trigonal units.
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Figure 5.4: Non-periodic reference system used for the force field parametrization
of the tetrahedral units D[X] (X=C, Si).

It should be emphasized once more that both the minimum structures and the
corresponding second derivatives are fundamental for the force field parameter fitting
approach, since they allow a proper extrapolation of the potential energy surface
(PES) in the accessible energy range around the reference structures. Thus, con-
vergence with respect to the theoretical level needs to be monitored. All structures
were optimized on the B3LYP level, which is known to yield accurate structural
data for organic molecules. A comparison of relevant structural parameters like
bond lengths and angles showed good convergence already with the cc-pVTZ basis
set. The Hessian matrix for all models was also calculated on the B3LYP leven with
the cc-pVTZ basis set [155–157]. This was verified by a normal mode analysis for
D[C] on the cc-pVTZ which showed negligible changes. However, a crucial point in
the parametrization is the fact that in the two topologies (Fig. 5.1) different local
symmetries of the tetrahedral units are present: In the ctn net the four coordinate
vertex has a local S4 symmetry, whereas in bor it has a D2d symmetry. In the real
network this is realized by two different conformations of D (Fig. 5.3). Already
in a previous work the need to refit the standard MM3 parameter set in order to
properly model the molecule was pointed out [198]. Thus to accurately describe
the PES for the conformational freedom with respect to single bond rotations, the
rotational transition states of the reference systems was considered. In this con-
text dispersion effects have to be included, which are not covered by standard DFT
functionals. The importance of non-covalent intramolecular interactions was shown
before [199, 200]. In the modeling of porous hybrid materials, dispersion contri-
butions were just considered in the context of weak host-guest interactions like for
instance in the case of hydrogen physisorption. Consequently, mostly wave function
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based correlated methods were used to parametrize these intermolecular potentials
[38, 162, 185, 201, 202]. However, so far these effect were not considered with
respect to their influence on intramolecular steric interactions in porous materials.
Using the structures obtained on the B3LYP level, improved relative energies were
computed by single point calculations using the double hybrid functional B2PLYP.
In addition, for the tetrahedral SBUs the MP2 method was used for a full geometry
optimization.

In case of the models for the trigonal SBUs a rotation around one of the carbon-
boron single bonds was investigated. For the tetrahedral models D[X] the concerted
X-C bond rotation from S4 to D2d symmetry was computed. In Tab. 5.1 the cal-
culated rotational barriers for the non-periodic fragments A, B2, C and D[Si] are
given. Enlarging the basis set slightly decreases the rotational barrier of all conju-
gated carbon-boron bonds in A-C, since by a larger basis set the less conjugated
transition state structure is stabilized. This was also observed previously for the
linker rotation in carboxylate MOFs [164]. The inclusion of dispersion effects leads
to a decrease of the rotational barrier for B2 but to an increase for A and C. For
the tetraphenylsilane D[Si] the influence of basis set and theoretical level is not
significant.

Table 5.1: Energy barrier different conformers ∆E in [kcal/mol]

A B2 C D[Si]

∆E(0° − 90°) ∆E(S4 −D2d)

B3LYP cc-pVDZ 6.74 6.01 6.46 1.84
cc-pVTZ 6.42 5.51 6.15 1.83

B2PLYP cc-pVDZ 6.88 5.84 6.64 1.91
cc-pVTZ 6.57 5.44 6.26 1.87

MP2 cc-pVDZ - - - 1.85

Force Field 6.64 5.63 6.39 1.90

On the other hand, the most difficult reference system was found to be the
tetraphenylmethane D[C]. Replacing the central silicon by a carbon atom causes
a decrease of the rotational barrier by about 1 kcal/mol to only 0.69 kcal/mol
on the B3LYP/cc-pVDZ level, despite the shorter C-C versus Si-C bond lengths,
showing the different nature of the D[C] and D[Si] units. In addition, an increase
of the rotational energy barrier is observed when enlarging the basis set, converging
at a value of 0.84 kcal/mol for B3LYP. Furthermore, dispersion effects are very
important for an accurate description of the conformational energies of D[C]. Since
the MP2 values show a very slow convergence, the cc-pVDZ, cc-pVTZ and cc-pVQZ



CHAPTER 5. COVALENT ORGANIC FRAMEWORKS 83

[155–157] results were exponantially extrapolated to the complete basis set (CBS)
limit. The MP2/CBS value of 1.45 kcal/mol is about 0.6 kcal/mol higher than
the B3LYP result. However, the use of the double hybrid functional B2PLYP, gives
an intermediate value of about 1.1 kcal/mol for the barrier and converges much
more quickly with the basis set size, as mentioned before [95]. Due to the known
overestimation of MP2 for aromatic interactions [203] and the good description
of the B2PLYP functional for the isomerization energy of organic molecules [204],
the double hybrid DFT method seems to be a reasonable choice for the particular
system.

Table 5.2: Energy difference between the S4 and D2d conformer of tetraphenyl-
methan D[C] [kcal/mol].

B3LYP B2PLYP MP2

cc-pVDZ 0.69 1.13 1.76
cc-pVTZ 0.82 1.11 1.56
cc-pVQZ 0.84 1.09 1.49
CBS 0.85 1.06 1.45

Force-Field 1.10

Thus the B3LYP/cc-pVDZ level are used for computing the structural and cur-
vature reference data. However, the corresponding value for the rotational energy
barriers between conformers are taken from calculated data on the B2PLYP/cc-
pVTZ level (or B2PLYP/CBS where available).

5.2 Parametrization and Validation

Appart from the van der Waals parameters, taken unaltered from the standard MM3
set [163], also some parameters for bonded interactions, mainly for the phenylene
units, could be maintained. However, for all boron containing fragments, different
boron atom types were introduced, because of the significant differences in their
chemical environment, which had all to be parametrized. In the same manner, new
parameters for the central atoms of the D[X] units were fitted. In addition, in order
to properly describe the annealated system in B1 a new atom type was introduced
for the carbon atoms of the central aromatic ring. Note that all bonded terms, where
new atom types are involved, were parametrized from scratch. The atomic point
charges were derived from the electrostatic potential (ESP) fitted charges (Merz-
Kollman sampling scheme [161]) of the model systems, by using a group-neutrality
concept to enable transferability to the periodic system. Therefore just some linking
carbon atoms were slightly adjusted in order to maintain charge neutrality of the
fragments. The final charges are listed in Tab. 11.8 (appendix).
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In the case of A, B1, B2 and C, the minimum structure and the Hessian matrix
were used to fit the parameters by the genetic algorithm optimization. In addition,
to be able to reproduce the rotational profile around the carbon boron bond, it
is sufficient to adjust the corresponding torsion parameter manually to reproduce
the B2PLYP/cc-pVTZ energy barrier afterwards, since this term couples only very
weakly. A very good correspondence between the final force field and the reference
first principles data for both structure (mean deviation: bond: < 1.5%; angle: <
0.7%) and vibrational normal modes (high overlap of the normal mode vectors and
similar vibrational frequencies) is found (Tab. 11.9).

Again for the D[C] unit some problems occur, when determining the atomic
charges by ESP fitting. For such highly symmetric systems it is difficult to assign
a proper charge for the central atom, which is usually referred to as the “buried
atom” problem. Here a physically not meaningful high charge of about -1.83 was
obtained for the central carbon atom together with a compensating charge for the
adjacent carbon atoms of +0.64. A similar problem was observed for the central
oxygen in the Zn4O unit occurring in various MOFs [162, 205]. Note that Manz
et al. recently suggested a new charge fitting scheme to overcome this problem
[206]. In the present system it was decided to keep both the central carbon and the
four directly linked carbon atoms at zero charge, since the high symmetry leads to
negligible effects on the electrostatic potential in the periphery of the system, but
the fitting of the conformational degrees of freedom became more stable.

In order to describe the delicate PES for the symmetry breaking motion of the
tetrahedral D[X] units, a new fitting approach was used within the GA method:
the relative energy between the S4 symmetric minimum and the D2d symmetric
transition state was explicitly included into the objective function, with the reference
values taken from the B2PLYP level calculations. This strategy was found to be
crucial in order to obtain a good agreements for the tetraphenyl units with respect
to both second derivatives and the rotational barrier, since the transition between
the S4 and D2d conformers is governed by a coupling of multiple force field terms.

As a validation of the building block approach the transferability to larger sys-
tems was tested. The larger model sytem B (Fig.5.5), which represents the trigonal
vertex in COF-105 and 108, is formally built from B1 and three connected B2
fragments. The results for the complete molecule B, using the combined force field
fitted to B1 and B2, are compared with the corresponding reference data computed
on the B3LYP/cc-pVDZ level. The geometry is perfectly reproduced (Tab. 5.3).
More importantly, also the normal modes below 400 cm−1, which are mainly col-
lective motions of the whole system, like the out of plane deformation or twisting of
the B2 fragments with respect to the B1 unit, compare very well (Tab. 5.4). For
the normal mode describing the buckling of the system excellent agreement between
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DFT reference (17 cm−1) and force field (18 cm−1) are obtained. The overlap of
the normal mode vectors is 1.0. This confirms the decision to partition the periodic
system into non-periodic subunits for the parametrization. A similar accuracy of
our force field was found for the butyl-substituted C as in COF-202 (Tab. 11.10).

Figure 5.5: Non-periodic model system B used for the force field validation

Table 5.3: Comparison of the geometry of the system B in [Å]

bond B3-LYP/cc-pVDZ Force Field
Cph(center) − Cph(center) 1.466 1.467
CPh(center) − CPh 1.424 1.439
CPh − CPh 1.373 1.379
CPh −O 1.372 1.378
O −B 1.399 1.394
B − CPh 1.542 1.543

5.3 Network Topologies

It is striking that four of the five known boron containing 3D-COFs are experimen-
tally obtained in the ctn topology. This holds also for the later published COF-202,
which is unique in the sense that the phenylene units stand perpendicular to the
trigonal vertex plane (see also model C in Fig. 5.3), whereas in all other COFs they
are parallel to this plane (Fig. 5.6)
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Table 5.4: Normal modes in [cm−1] below 400 cm−1 of the model system B

B3-LYP/cc-pVDZ Force Field deviation overlapa mode degeneracy
17 18 +1 1.00 1
23 21 -2 0.85 2
34 31 -3 0.99 1
34 35 -1 1.00 2
39 41 +2 0.87 2
63 59 -4 0.90 2
62 68 +6 1.00 1
100 77 -23 0.99 1
82 86 +4 0.98 1
120 123 +3 0.99 2
160 145 -15 1.00 1
141 175 +34 0.79 2
221 205 -16 0.99 2
186 215 +29 0.97 1
250 230 -20 0.99 1
232 240 +8 0.68 2
316 293 -23 0.99 2
284 333 +49 0.97 2
404 367 -37 0.99 2
391 368 -23 1.00 1
323 370 -47 0.99 1
358 373 +15 0.91 1
410 390 -20 0.76 3
376 399 -23 0.71 2

a Scalar product of the respective normalized eigenvectors of the Hessian matrix.

(a) (b)

Figure 5.6: Comparison of the orientation of the phenylene units in (a) COF-102
and (b) COF-202

Only COF-108 shows the less dense bor topology, which differs from COF-105
only by substituting silicon with carbon in the center of the tetrahedral unit. How-
ever, the first principles calculations of the reference systems already pointed out
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that this substitution leads to noticeable differences in the conformational behavior
and the model D[C] was the hardest to parametrize accurately. Thus, it might
indeed be possible that COF-108 is special in its conformational flexibility. On the
other hand, the synthesis conditions for the preparation of COF-108 are substan-
tially different from COF-105 (e.g. different solvent mixtures and variation of the
synthesize time, temperature and ratio of the starting materials [31]), so that the
observed structure could also be due to “extrinsic” factors. In order to shed light
on this question, the parametrized force field was used to investigate the structure
and strain energy for the ideal crystalline frameworks in both the bor and the ctn
topology and in the absence of any solvent molecules (in other words perfectly
activated). However, it should be pointed out that not all compounds could be
obtained fully activated like for instance COF-108 [31]. Nevertheless, all systems
were generated and fully optimized in both topologies. As an example, in Fig. 5.7
the unit cells of COF-108 in both topologies is shown. A comparison of the com-
puted cell parameters obtained with the corresponding experimental values shows
excellent agreement (Tab.5.5). As already mentioned, the different networks are
topological isomers and reside on the same potential energy surface. The relative
strain energies are given in Tab. 5.5 per formula unit (three tetrahedral and four
trigonal SBUs). The results clearly show that for all COFs the ctn topology is ster-
ically preferred. The difference is less pronounced for the COFs 102 and 108 with
the tetraphenylmethane SBU, and also the larger trigonal linkers in 105 and 108
lead to a reduced preference, making COF-108 to the system with the lowest energy
difference. However, with 8.1 kcal/mol energetic preference for the ctn topology it
is clear that the experimental outlyer is due to the synthesis conditions in this case.
At this point it can just be speculate on the origin of these “extrinsic” effects, but
the theoretical results allow to conclude that under specific conditions, e.g. with
appropriate templating molecules, also for the other COFs the bor topology should
be accessible in principle and vice versa it might be possible to construct COF-108
in the ctn topology .

Table 5.5: Relative Energies (per formula unit in [kcal/mol]) and lattice size in [Å]
for all investigated COFs.

∆E(bor − ctn) lattice

bor ctn exp.[31, 182]
COF-102 8.75 17.660 27.144 27.1771(13)
COF-103 12.89 18.395 28.353 28.2477(21)
COF-105 11.88 29.060 44.596 44.886(5)
COF-108 8.09 28.345 43.387 28.401(5)
COF-202 17.58 17.953/19.539/17.945 30.331 30.1051
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(a) bor (b) ctn

Figure 5.7: Structure of COF-108 in the bor and ctn topology

A detailed inspection of the final structures explains the clear preference. In the
ctn topology the tetrahedral SBUs are all locked in a conformation similar to the S4

symmetric minimum. In contrast to this a distorted form, close to the D2d transition
state structure of the SBU model, is present in the bor case. This is shown on the
example of COF-108 in Fig. 5.8. There is not even a local minimum for the bor
network, since an optimization starting from the S4 symmetric conformation in the
tetrahedral SBUs relaxes back to D2d.

In order to verify the force field in this point, which is crucial for the steric
preference of COF-108, one of the tetrahedral units of the two COF-108 networks
were cut out. The dangling bonds were saturated by hydrogen atoms (with only
these hydrogen positions optimized), leading to a nonperiodic system similar to the
reference system D[C]. Afterwards the energy difference between these distorted
fragments was computed, which are different from the relaxed minima used in the
parametrization, both on B2PLYP/cc-pVTZ and force field level. The quantum
mechanical energy difference of 1.27 kcal/mol is in good agreement with the 1.54
kcal/mole computed by the force field, corroborating the accuracy of the force field
for such subtle strain effects.

Also the structural differences of the trigonal units reveal a further reason for
the preference for the ctn topology, since in bor these units are significantly bended
as shown in Fig. 5.9. This bending is obviously energetically unfavorable, which is
more pronounced in the smaller and stiffer boroxen units in COF-102 and 103. Note
that this bending is very close to the low vibrational buckling mode of the model
B, which is reproduced within 1 cm−1 by the force field with respect to the DFT
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reference.

(a) bor (b) ctn

Figure 5.8: A close-up of the Tetraphenylmethane-unit D[C] in COF-108.

(a) bor

(b) ctn

Figure 5.9: Bending of the trigonal unit in the [a] bor and [b] ctn topology of
COF-108

Finally it should be noted that the highest energy difference is obtained for the
COF-202, which is due to a strong deformation of the trigonal SBU in the bor
topology.
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5.4 Prediction of Structural and Dynamic Prop-

erties

Currently, all theoretical investigations of COFs are mainly focused on gas adsorption
studies. Measured data on other properties are rather rare [183, 207]. One reason
for this could be the polycrystalline nature of the so far obtained samples and the
difficulty to completely remove solvent and monomer molecules. With an accurate
theoretical method at hand structural properties can be predicted for the ideal
systems, which can serve as a benchmark and reference for the experimental studies.
In addition, also the structure of yet unsynthesized systems can be predicted and
investigated on the same footing. Some examples of this approach, using one
previously developed force field limited to COF-102, have appeared recently [189,
208]. Therefore the new force field, parametrized consistently for all known boron
containing 3D-COFs, was used to compute structural and dynamic properties for
both possible topologies. Even though the ctn topology is preferred for steric
reasons, the example of COF-108 shows that this preference can be compensated
by proper reaction conditions.

The geometrically determined accessible surface area was computed, which was
shown by Düren et al. [179] to be very similar to the experimentally surface area,
usually determined via a BET analysis of the nitrogen adsorption isotherm, giving
an upper boundary of this property for the ideal, defect free and optimally activated
framework. In addition the dynamic properties of thermal expansion and elastic
constants are studied. All computed results have been summarized in Tab. 5.6.

In general, the bor toplogy is always less dense then the ctn topology [173].
On the other hand, by substituting carbon with silicon when going from COF-102
to 103 or from COF-108 to 105, the larger mass per formula unit is compensated
by the larger lattice due to the longer Si-C bond length, which is reflected by a
decrease of the density ρ. The accessible surface per formula unit S

��
m2

��
is very

similar for both topologies, since in all cases the pores are large enough so that the
exposed surface for each building block remains the same. Thus, the larger Sm��

m
2

g

��
for the bor case is only due to the lower density. A noteworthy exception

is COF-202, with its strong deformation in the bor topology. Here, the accessible
surface area S and Sm are reduced due to the deformed structure.

It is interesting to compare the computed surface areas Sm for the ideal system
with the results obtained experimentally via fitting to the adsorption isotherms with
the BET model. So far, only the surface areas of COF-102 and 103 in the observed
ctn topology have been determined with 3472m2/g and 4210m2/g, respectively
[31]. In agreement with the theoretical data, COF-103 has a higher Sm. However,
in both cases the calculated values are significantly larger, indicating the presence
of included solvent molecules or partially decomposition of the network in the mea-
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sured samples. In a more recent paper, Furukawa et al. [207] presented new data for
the BET surface areas of COF-102(ctn) with 3620m2/g and COF-103(ctn) with
3530m2/g. Nevertheless, the discrepancy between the experimentally and theoret-
ically determined surface areas remains. In this regard the theoretical ideal surface
area of COF-108 in the experimentally obtained bor topology has a surface area of
6553m2/g, which exceeds all known porous materials, even the recently reported
metal-organic frameworks UMCM-1[209] and MOF-210[209]. Unfortunately, the
solvent molecules present in the pores after the synthesis could not be removed,
yet, [31] to enable adsorption studies of COF-108.

An indication for the flexibility of the framework is the thermal expansion coeffi-
cient, which was found to be negative for different MOFs [170, 210]. This negative
thermal expansion (NTE) effect could be quantitatively predicted by accurate force
fields [160, 169, 211]. Using the previous force field for COF-102 [198] Zhao et al.
already computed a volumetric expansion coefficient of β = −4.5 × 10−6 K−1 for
COF-102 in the ctn topology [208]. With the new improved force field the value
of β is about two times higher. Most importantly, the values given in Tab. 5.6
allow for a comparison for different systems and topologies on a consistent footing.
Interestingly, the less dense bor topology shows a smaller NTE in particular for the
large systems COF-105 and 108. A substantial exception is again COF-202. Obvi-
ously the cage like trigonal SBU is much more flexible then for the other COFs with
the largest NTE of all systems. On the other hand, the sterically very unfavorable
and deformed bor topology is “locked” in its strained position, which leads to a
symmetry breaking to an othorombic cell and a complete loss of the NTE. Here a
positive thermal expansion was found.

In addition, the elastic constants for all 3D-COFs were computed. Noteworthy,
the systems with a larger NTE have a smaller bulk modulus. In fact the low density
materials COF-105 and 108 show bulk moduli below IRMOF-1 (B = 14GPa [98]).
In the case of the bor topologies, B is smaller despite the smaller NTE, showing
that stiffness and elastic constants are not always directly related. Considering other
porous materials like ZIF-8, which has a bulk modulus of 6.52GPa [212], points
out the high mechanical stability of these purely organic materials. Especially, the
ctn networks of COF- 102 and 103 show values for B, which are comparable with
IRMOF-1 (B = 14GPa [98]), emphasizing their structural stiffness.
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Table 5.6: Computed structural and dynamic properties of all COFs in both topolo-
gies.

COF 102 103 105 108 202
bor ctn bor ctn bor ctn bor ctn bor ctn

ρ[g/cm3] 0.38 0.42 0.35 0.38 0.16 0.18 0.17 0.19 0.57 0.51
S
�
Å2

�
a 1079 1066 1193 1182 2676 2657 2559 2542 1275 1549

Sm
�
m2/g

�
a 5115 5052 5447 5392 6714 6668 6553 6508 3580 4350

β[10−6K−1]b -7.0 -9.8 -3.1 -10.9 -11.1 -19.1 -10.6 -18.2 +41.5 -38.5
B[GPa]c 8.3 15.4 5.7 11.8 2.1 5.7 2.9 7.0 1.5 11.0
C11[GPa]c 11.7 17.0 8.0 12.9 2.7 6.1 3.9 7.5 2.5 12.3
C12[GPa]c 8.5 14.6 6.1 11.3 2.2 5.5 3.0 6.8 0.6 10.3
C44[GPa]c 5.1 3.6 3.5 2.6 1.4 0.9 2.2 1.3 2.0 2.2

a Solvent accesible surface area per formular unit. b Volumetric thermal expansion
coeffcientscoefficients. c Elastic constants

5.5 Summary

In this chapter a force field was derived for all currently known three dimensional
boron containing covalent organic frameworks. The parametrization was done in
a bottom-up fashion using a genetic algorithm. In order to perform correlated
quantum mechanical calculations, the periodic systems were represented by non-
periodic models of the frameworks. In terms of these reference calculations the
accuracy of the theoretical level was extensively analyzed. Indeed the importance of
intramolecular dispersion effects was investigated for the first time. Since the aim
was to use the force field for the study of network structures of COFs, a focus was
set on the energy barrier between different conformers of the embedded units. This
aspect is crucial with respect to the high symmetric network topologies possible for
the considered systems: bor and ctn. The largest influence of dispersion effects was
observed for the tetraphenylmethane. The energy barrier between the S4 and D2d

conformer changes in this case by about 20 % (B3LYP vs. B2PLYP). Based on the
quantum mechanical calculation, a force field was parametrized, which is able to
reproduce the structure, Hessian matrix and the energy barrier of the conformers.
The quality of the force field was further verified by calculations on non-periodic
systems, which were not included in the parametrization scheme.

Further investigations based on the ab-initio force field reveal a energetic pref-
erence for the ctn topology in all COF systems, which is in agreement with the
experimental observation except for the COF-108. In this case the bor topology is
experimentally obtained. The discrepancy can be explained by the fact, that within
the theoretical study extrinsic factors such as solvent molecules were not considered.
Consequently, due to the high accuracy of the force field in terms intrinsic effects,
it can be assumed that by modifying the synthetic conditions COF-108 can also be
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obtained in the ctn topology.
Finally, surface areas and dynamic properties of the COFs were computed in a

pre-screening fashion, since they are only synthesized in polycrystalline form, yet,
which makes detailed investigation difficult. The calculated data can be used as
benchmarks for further experimental works.



Chapter 6

Beyond Network Topology

In addition, to the topology, which is the main concern, when dealing with the
structure of inorganic porous materials (e.g. zeolites), the molecular nature of
the matrix has to be considered in the case of MOFs. Thus within the reverse
topological approach two forms of isomerism are distinguished: isoreticular and
conformational isomers. Both can appear within one topology, if corresponding
SBUs are present. Investigations of these structural phenomena are pivotal, since a
detailed understanding of the molecular structure would promote the performance
of functional materials such as MOFs and COFs. In this regard the RTA enables
the systematic exploration of the structural diversity of a MOF system. Using
abstract network topologies as blueprints and replacing the vertices and edges of
these scaffolds by molecular SBUs allows to generate different MOFs. The obtained
molecular matrices are based on the same composition and the identical topology
but differ in their local structures. By inserting every individual SBU selectively, this
technique allows to analyze the internal molecular features (e.g. rotational degrees
of freedom within the framework) systematically. Theoretical methods are valuable
tools for these kind of studies, since small deviations from an ideal structure are
usually hard to observe experimentally.

Since the focus of this chapter is the study of isoreticular and conformational
isomers, a simple network topology is chosen. MOF-5 has a rather simple blueprint.
The network can be simplified to a primitive cubic topology (pcu). Beside the
frugal topology of MOF-5, it is a reasonable choice for detailed investigations, since
several derivatives are known both experimentally and theoretically [174, 213–215].
They are usually summarized with the umbrella term iso-reticular MOF (IRMOFs)1

[174, 214], since they own the same network topology and the same inorganic SBU
and just differ with respect to their organic linkers. Indeed this family of MOFs

1The term IRMOF is commonly used in the context of MOF-5 derivatives, although similar
variation are possible for other MOFs.

94
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represent the first example, in which systematic variations of the molecular system
could be realized. For example, by replacing the terephthalic acid linker in MOF-
5 by longer organic units the pore open could by varied [174]. In addition the
MOF-5 system was subject of different works, trying to introduce functional groups
by either derivatives of the organic linker as starting material [216] or in a post-
synthetic fashion [63], but keeping the metric of the parent framework. Note that
in all IRMOFs the topology of the framework is maintend just the pore surface is
modified (e.g. introducing functional groups or scaling of the matrix). Although
there are a large number of studies on these MOF-5 derivatives, which point out
the high potential of these materials, detailed investigation on the influence of
isoreticular modification on the local structure have not been done, yet.

A detailed examination of the MOF-5 structure points out a characteristic fea-
ture of the framework. The system has a pcu topology but with two kinds of
vertices. The reason for this deviation is the inorganic SBU. The vertices of the
pcu network have a high symmetry of Oh. The corresponding augmented form is
thus build up by perfect octahedrons (Fig. 6.1). The Zn4O(O2C)6 SBU has indeed
an octahedral shape and represent the corners of the MOF-5 matrix. But due to
the Zn4O-tetrahedron in the core of the fragment the unit has a lower symmetry
(Td), which induce two possible orientations of the SBU within the network. In the
case of MOF-5, they are embedded alternating, which is the reason why the MOF-5
topology is usually labeled as pcu-b to point out the two kinds of vertices2. The
arrangement of inverted or mirrored neighbouring tetrahedral nodes is due to the
planarity of the terephthalic acid linkers. Thus, neighbouring linker planes are or-
thogonal to each other, which results in the enormous stability of the pore structure.
Thus, the primitive cell of IRMOF-13 consists of a 2 × 2 × 2 array of cubic cells,
which can, however, be separated in two sets of different type. In the A-cell, the
faces of the Zn4O-tetrahedrons and the planes of the linkers face into the pores,
whereas in the B-cell the edges of the linkers and a vertex of the nodes tend inwards
(see also Fig. 6.1). These two cells can not interconvert by a rotation of the linkers.
It should be emphasized, that the present of different types of cells is a consequent
of the low symmetry of the inorganic SBU.

However, this type of controlling the embedding of the inorganic unit by its
organic environment is only the case for a planar linker (like terephthalic acid),
where the planes of the carboxylic acid groups are coplanar. The situation changes
if the carboxylic planes are orthogonal to each other, and thus the non planar linker
is “twisted” by 90°. This is schematically shown in Fig. 6.2. The “twisted” linkers

2Note, that both vertices of the pcu-b topology have according to the RCSR-database[173]
a Oh symmetry, which is not the case in MOF-5. The octahedrons of the augmented network
should have just the Td symmetry. Nevertheless, the label pcu-b is used to stress the difference
between the networks.

3MOF-5 as also called IRMOF-1, since it is the parent structure for the IRMOF-family.
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Figure 6.1: Derivation of the IRMOF-1 structure from the augmented pcu-b net-
work (left). The two types of vertices correspond to the identical, but inverted lower
symmetry tetrahedral SBU. For the unit cell of IRMOF-1 (right) the hydrogen atoms
are omitted for clarity (C brown; O red; Zn grey).

promote the assembling of an isoreticular isomer, where the tetrahedral nodes are
just translated but not mirrored. This type of matrix can be derived directly from
the pcu network with Pm3̄m space group symmetry in contrast to Fm3̄m in the
pcu-b system. The cubic pore structure is maintained, but the primitive cell is no
longer a 2 × 2 × 2 array of pores, since all cells are identical now. It should be
stressed, that MOFs, which are obtained using the pcu and pcu-b topology, are
isoreticular isomers within the reverse topological approach, since they share the
same basic network topology, but just differ in the local orientation of their SBUs.
Further one should keep in mind that to interconvert the two isomers rearrangement
of strong coordinating bonds are needed.

In case of IRMOF-1 the conjugation between the carboxylic groups and the
aromatic system (rotational barrier around the Ccarbox − Cphen bond of about 8
kcal/mol [205]) enforce the planarity of the linker and a twisted isomer has never
been observed. However, there is experimental evidence for this type of isomerism.
Both IRMOF-9 and 10 are based on a biphenyl linker (see Fig. 6.3), but they dif-
fer in the amount of solvent molecules and IRMOF-9 represents an interpenetrated
structure. In addition to that, for IRMOF-9 the cubic symmetry is broken due to the
fact that the linkers along one axis are twisted (non-coplanar) whereas the others
are planar [174]. This is due to the much weaker conjugation of the biphenyl bond
Cphen −Cphen (the rotational barrier in biphenyl is about 2.5 kcal/mol [217]). For



CHAPTER 6. BEYOND NETWORK TOPOLOGY 97

Figure 6.2: Schematic representation of the regular IRMOF structure with a planar
linker (top) and the isomeric form with the twisted linker (bottom). The tetrahe-
drons represent the (Zn4O) fragment.

the non-interpenetrating IRMOF-10 a single crystal structure could not be deter-
mined and the structure was solved from powder diffraction data, showing planar
linkers but with a rotational disorder [174]. Thus, for linkers with weakly conjugated
(biphenyl) bonds in the backbone a non-planar orientation of the −COOgroups is
indeed possible. Another reason for a non-planar twisted linker can be steric re-
pulsions as for example in 1, 4 − naphthalen − dicarboxylicacid based IRMOF-7
(see Fig. 6.3). Here a repulsion between the carboxylic oxygen and the hydrogen
atom of the annealated ring makes a planar structure energetically unfavorable and
the −COO planes can either be planar or orthogonal to each other. This is even
more pronounced for the symmetric linker in IRMOF-993, which was proposed and
theoretically investigated in Ref. [213, 215], but not synthesized, yet.

As a consequence, all the corresponding IRMOFs could potentially form isoretic-
ular isomer. Interestingly, the single crystal structure analysis of IRMOF-7 gives a
cell parameter of 12.914 Å, which is about half of the value of IRMOF-1 and cor-
responds to a 1 × 1 × 1 cell structure [174]. The naphthalene units are fourfold
disordered with respect to a rotation around the axis by 90° but also the Zn4O

tetrahedra are disordered (equal probability for the mirror image). Thus, the twisted
isomer 4 with the same type of disorder would yield an equal solution. It is therefore
not clear, whether IRMOF-7 has a regular structure like IRMOF-1 or is actually the
twisted isomer (or even a mixture of both).

In order to investigate this type of isomerism in detail and to quantitatively
assess the possibility of its formation a classical molecular mechanics forcefield have
been used to calculate the relative energies of the isomers for all linkers shown in Fig.
6.3. Note, that just the two high symmetric isoreticular isomers are investigated,
but in principle a set of infinite number of isoreticular isomers are possible, if the

4Due to the twisting of the organic linker in the pcu-type MOFs this type of isoreticular isomers
will be called twisted isomers.
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Figure 6.3: Bicarboxylic linkers of IRMOF-1, 9, 10, 15, 16, 7 and 993. Possible
steric repulsions in case of IRMOF-7 and 993 are marked by dashed curves.

ordering of the two kinds of octahedron is less systematic and the system size is
large enough.

Using a force field, which is explicitly parametrized for MOF-5 [205], it is possible
to investigate IRMOF structures, which just differ with respect to their organic
linkers and are covered by the standard MM3 parameter set. However, the force
field will be validated concerning the barrier of rotation for the naphthalene unit
present in IRMOF-7. In addition to possible isoreticular isomers, conformational
isomers are possible, since the organic linkers in the IRMOFs have a rotational degree
of freedom within the framework. Thus it is necessary to implement an efficient
screening strategy to concider all possible conformers of the linkers within the study.
Therefore a genetic algorithm (GA) will be used to screen all conformational isomers.

6.1 Validation of the force field

As already noted a force field derived for IRMOF-1 was used without modifica-
tions for the other organic linkers shown in Fig. 6.3. However, for the sterically
more congested systems like IRMOF-7 and 993 additional electronic and repulsive
interactions are in a delicate balance with the conjugation of the Ccarbox − Cphen

bond. In order to verify the validity of the approach the rotational barrier around
the linker axis for these two systems was determined on the B3LYP level (together



CHAPTER 6. BEYOND NETWORK TOPOLOGY 99

with the Stuttgart relativistic small core ECP [218] for the Zinc atoms and a 6-
31G(d,p) basis [94] for the other atoms) for the non periodic model of the edge
of the framework . Two Zn4O units were capped by five formic acid groups and
connected by the respective linker. In order to avoid an unreasonable bending of the
[(Zn4O)(O2CH)5] fragments, they were constrained to the positions optimized for
the unconstrained terephthalic acid case. This restriction was invoked for both the
DFT and MM3 optimization. The two transition states of the rotation at 0° and
90° were located by using the corresponding symmetry constraint (IRMOF-7: C2v;
IRMOF-993: D2h). In Tab. 6.1 the results are summarized. Obviously the mini-
mum geometry and the relative barrier heights can be well reproduced by the force
field, and also the absolute barrier heights are quite well predicted with a largest
deviation of 1.8 kcal/mol for the 90° structure of IRMOF-7. Note that hybrid DFT
functionals like B3LYP lack the inclusion of attractive dispersion interactions [219],
which is empirically included in the force field. This could lead to higher steric
barriers in case of DFT.

Table 6.1: DFT vs. MM3 energy in kcal/mol for the three special points for the
rotation around the linker axis. For the minimum the optimized dihedral angle is
given in parentheses.

Dihedral 0° Minimum 90°

IRMOF-7

DFT 5.6 0.0 (34.3°) 6.9
MM3 4.6 0.0 (35.6°) 5.1

IRMOF-993

DFT 13.5 0.0 (57.8°) 1.9
MM3 13.0 0.0 (55.3°) 2.1

The energy profile of the torsion can be subdivided into three contributions (Fig.
6.4). First, the π-conjugation of the carboxylic groups with the aromatic system
(Ccarbox − Cphen) leads to a preference of a planar structure. In contrast to that
the steric strain is minimized for a 90° torsion angle. In addition, the attractive
electrostatic interaction of the aromatic ring hydrogen (positive partial charge) and
the carboxylic oxygen (negative partial charge) is again maximized for a planar
configuration. The resulting total energy profile and the individual contributions
to the MM3 force field energy are shown in Fig. 6.4. Obviously, due to a more
and more pronounced steric strain the potential energy minimum is shifted towards
higher and higher torsion angles in the series IRMOF-1, 7, and 993.
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Figure 6.4: Energy contributions to the rotational barrier.

It can be concluded that the approach gives a faithful representation of the
energy profile for an individual linker. The possible vast amount of conformational
isomers is due to the complex electrostatic and dispersion interactions between
different aromatic fragments present in close proximity in the network (Fig. 6.5).

Figure 6.5: Schematic representation of possible conformers of the aromatic linkers
(red rectangle) in IRMOF-7, due to the attractive inter-linker interactions (green
arrows). Note, that just one pore opening of the cubic framework (black square) is
shown. Based on the five different arrangements a large number of different pore
system can be obtained.

The ability of MM3 to capture these aromatic interactions has been shown for
example on the case of the gas phase structure of the naphthalen trimer [220]. Here,
the relative energies calculated by first principle methods was well reproduced by the
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MM3 forcefield. In addition, the benzene crystal structure is also well reproduced
[221]. Thus, the force field appears to be well suited for the problem at hand.

6.2 Strategy for the global minimum search: Ge-

netic Algorithm Technique

In case of IRMOF-7 and IRMOF-993 the energy of the periodic network depends
significantly on the orientation of the linker planes, because of the π−π-interaction
of the aromatic linkers amongst each other, leading to a large variety of conformers
for both the “regular” and the “twisted” systems. Different annealing protocols
were not found to be able locate the global minimum structure within a reasonable
time. Unfortunately it is not possible to asses the relative stability of the isomeric
structures without knowledge about the individual global minima. As a consequence,
a Genetic Algorithm strategy was implemented for this purpose, which was found
to be very efficient for global optimization problems in various fields [222].

The orientation of the linker plane with respect to the linker axis was used as
the “gene” for encoding the structure of a specific conformation. Because of the
the energy minimum in the rotational profile between 0° and 90° (see Fig. 6.4)
there are overall four possible orientations for each linker, encoded by the integers
[0, 1, 2, 3] in case of IRMOF-7 (see Fig. 6.6). In IRMOF-993 two conformations are
identical due to the symmetry of the anthracene unit, and just a binary gene ([0, 1])
is needed to encode a single linker.

Figure 6.6: Encoding of the four minimum energy orientations of the linker as a
gene in the case of regular IRMOF-7.

Since no symmetry constraints were imposed and there are 24 independent link-
ers in the periodic unit cell, a “chromosome” of 24 genes encodes the full structure.
An “individual” is defined by a specific chromosome, which serves as a blue print to
generate an idealized initial 3D structure. This is then optimized to obtain a final
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potential energy, which serves as a fitness criterion, and determines whether the in-
dividual is kept for the next optimization cycle (generation). The data flow for this
process is shown schematically in Fig 6.7. In the first generation the chromosomes
are initialized randomly, whereas later they are generated by crossing (rate: 0.9)
over and mutating (rate: 0.1) chromosomes of the previous generations. It should
be noted that, due to the high symmetry of the network, different chromosomes
can represent an identical structure. However the redundant chromosomes were
not exclude by symmetry constraints since they did not hamper convergence, but
helped to maintain diversity in the population. With this approach a much more
rapid convergence of the energy compared to any of the annealing schemes was
observed. Despite that, the optimization process sometimes stalled because of a
depletion of diversity. In this case the GA was restarted, reusing the best candidates
and filling the population with randomized individuals. After a number of restarts
and about 300 cycles for IRMOF-7 and about 200 for IRMOF-993 this process con-
verged to a relatively high symmetry structure, which is discussed in detail below.
It must be pointed out that the approach does of course not guarantee to give the
global minimum of the system. However, a number of independent restarts did not
result in any further improvement for a large number of generations, and one can
be thus confident to have located the global minimum structure. Note also that
in principle a larger unit cell with more individual linkers would allow for further
conformations, which is not possible in the used periodic model. Because of the
symmetry of the global minimum structure for both IRMOF-7 and 993 and the
nature of the inter-linker interaction this does, however, not affect the nature of the
global minimum.

Figure 6.7: Evaluation of Fitness (a), mutation operation (b) and crossing over (c)
of chromosomes in the GA approach.
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6.3 Conformational Isomers of IRMOF-7 and 993

A careful inspection of the low energy structures of both isoreticular isomeric forms of
IRMOF-7 and 993 revealed subtle inter-linker interactions, manifesting in a deviation
of the rotational dihedral angle compared to the value for the corresponding model
systems (see Tab. 6.1). In most cases a pair of linkers, opposite to each other
on a face of a cubic cell, tend to bend towards each other, thereby covering the
pore. This type of conformational isomers is quite obvious in all global minimum
structures shown in Fig. 6.8, 6.9, 6.11, and 6.10. In general, a displaced parallel
or “T-shaped” orientation is commonly observed when aromatic systems interact in
π−π- interactions . Such an arrangement, optimizing both electrostatic quadrupole
interactions and maximizing attractive dispersion forces [223], is also found for
aromatic guest molecules like benzene in IRMOF-1 [224, 225]. However, in this
case the limited freedom of the linker, which can only rotate around the linker axis
at a nearly fixed distance, does not allow for such a structure. Nevertheless, a total
attractive inter-fragment interaction energy of about 0.5 kcal/mol is obtained for
such a “pair“ of two naphthalene units, found in the global minimum structure for
the regular IRMOF-7 (Fig. 6.8). Thus, given the energetically accessible range of
rotational dihedral angles (see Fig. 6.4) this arrangement of opposite linkers forming
a pair and thus generating different conformational isomers is dominating the pore
structures. Note that in case of the regular IRMOF-993 structure shown in Fig.
6.11 all four linkers situated at the four edges of a cell face are interacting in this
way. In addition to that, these “sheets” of aromatic linker fragments formed in the
planes of the network are always stacked. For example in case of regular and twisted
IRMOF-7, the checkerboard formed by naphthalene pairs (see Fig. 6.8b and Fig.
6.9) is exactly the same in all planes.
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Figure 6.8: Global minimum structure of regular IRMOF-7 (coplanar carboxylic
groups). Pictures (a), (b) and (c) show a view along the three different spatial
directions.

a

b

Figure 6.9: Global minimum structure of twisted IRMOF-7 (orthogonal carboxylic
groups).

Interestingly, as a consequence of these inter-linker interactions, in both mini-
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mum energy conformers of the regular IRMOF-7 and 993 a breaking of the cubic
symmetry (Fig. 6.8 and 6.11) is found, which is not occurring for the twisted isomers
(Fig. 6.9 and 6.10). For example, in case of IRMOF-7 all cell faces in one plane are
completely closed by these pairs (a), whereas in one orthogonal plane (b) only half
of the pores are covered. In the last plane (c) all pores are open and accessible as in
the case of IRMOF-1. Due to symmetry reasons in case of IRMOF-7, only 3 faces
of the total of 6 cell faces can be covered by a linker “pair” and therefore always
exactly half of the pores are covered for both the regular and the twisted isomer.
For IRMOF-993 all faces can be covered by “pairs” as seen in the global minimum
structure for the twisted isomer (Fig. 6.10). For the regular isomer, however, the
formation of quadruples in two planes (a) and (b) occurs, leaving the pores in the
last plane (c) completely open, similar to IRMOF-7. Note that the difference in
the environment of the A and B cells in the regular structures is clearly reflected
also by the arrangement of the linkers. The sheets of anthracene units in regular
IRMOF-993 (Fig. 6.11 (a) and (b)) are buckled, with the aromatic parts bending
into the interior of the A cells but avoiding the B cell. For the twisted isomer of
IRMOF-993 all cells are equal, and so is the linker orientation (Fig. 6.10).

b

c

Figure 6.10: Global minimum structure of twisted IRMOF-993 (orthogonal car-
boxylic groups).
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Figure 6.11: Global minimum structure of regular IRMOF-993 (coplanar carboxylic
groups). Pictures (a), (b) and (c) show a view along the three spatial directions.

6.4 Strain energy of isoreticular isomers

For the parent system IRMOF-1, the experimentally observed regular structure, with
a planar orientation of the linkers, is more stable by 17.9 kcal/mol per formula unit
with respect to the twisted isomeric form (Tab. 6.2). This is due to the electronic
conjugation of the CPhen − CCarbox bond and the absence of steric repulsions. In
strong contrast to that, the corresponding energy difference for IRMOF-7 is with
only 2.04 kcal/mol about an order of magnitude smaller. Similar to IRMOF-1 the
global minimum structure of the regular form is more stable.
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Table 6.2: Optimized cell parameters and relative energies (per formula unit in
[kcal/mol]) between the regular and twisted IRMOFs ∆E(twist− regular) .

∆E regular: a/b/c [Å] twist: a/b/c [Å]

IRMOF-1 17.9 25.946 25.886 / 25.997 / 25.746
IRMOF-10 2.65 34.588 34.506
IRMOF-16 0.44 43.183 43.158
IRMOF-7 2.04 25.918 / 25.860 / 25.798 25.840

IRMOF-993 5.59 25.912 / 25.912/ 25.699 25.951

However, the plethora of conformers for both isoreticular isomers span a wide
and overlapping range of energies above the global minimum (Fig. 6.12), and
possibly a free energy difference at a given temperature would be needed for the
ultimate answer on the question of the relative stability.

Figure 6.12: Comparison of the potential energies for all lower energy conformers
located for regular and twisted IRMOF-7.

Clearly, the energetic penalty for introducing a defect of a single inverted Zn4O

node in the regular structure (which means a total of six twisted linkers) is rather
small. Similarly, a plain of twisted linkers, leading to the formation of two mirror
symmetric regular domains, could easily be realized during the crystallization of a
real system. In principle, the model electron density resulting from the XRD analysis
of IRMOF-7 would fit both to the regular and the twisted isomer [174]. Nevertheless,
the results corroborate the interpretation that IRMOF-7 prefers the same regular
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structure as IRMOF-1, but also explains the amount of disorder. Interestingly, for
IRMOF-993 with its more symmetric linker and higher steric repulsion, an energetic
preference for the regular structure with 5.59 kcal/mol has been calculated, which
lies between the values for IRMOF-1 and IRMOF-7.

In addition the regular and twisted isomers of IRMOF-10 and 16 were calculated
(Tab. 6.2; Fig. 6.13,6.14). Here, only a limited amount of rotational isomers are
possible and it was not necessary to invoke the GA scheme to find the global
minimum energy structures.

(a) (b)

Figure 6.13: Global minimum structure of IRMOF-10. Pictures show the (a) regular
and (b) twisted isomer along one spatial directions.

(a) (b)

Figure 6.14: Global minimum structure of IRMOF-16. Pictures show the (a) regular
and (b) twisted isomer along one spatial directions.

The non-planar biphenyl unit, with its low rotational barrier, allows for a forma-
tion of both the regular and the twisted structure with energy differences of 2.65
kcal/mol for IRMOF-10 and 0.44 kcal/mol for IRMOF-16, being even below the
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value for IRMOF-7. Nevertheless, in both cases the regular form was found to be
slightly more stable. However, the packing of the solvent molecules during synthesis
or the interaction with the inter-penetrated counterpart could change the preference
here as observed experimentally.

6.5 Summary

In this chapter the isorecticular and conformational isomerism within the IRMOF
family was investigated. First, the extended MM3 force field, parametrized for
the IRMOF-1, was validated in terms of the sterically more demanding linkers in
IRMOF-7 (naphthalene unit) and IRMOF-993 (symmetric anthracene unit). The
force field is able to reproduce well the rotation profile of the organic groups com-
pared to B3LYP data. In order to analyse the structure of the periodic systems, a
genetic algorithm search strategy was developed, since the inter-linker interaction in
the IRMOFs lead to a broad variety of conformational isomers of systems. Using this
approach the global energy minimum for each system was successfully located. In
case of the regular arrangement of the Zn4O tetrahedrons the “zero temperature”
structure of both IRMOF-7 and IRMOF-993 show an interesting breaking of the
cubic symmetry leading to a blocking of the channels connecting the cubic cells in
certain directions by the aromatic linkers. This symmetry breaking is not observed
for the twisted isomeric form, which was investigated for the first time in this work.
The isoreticular isomers, where the carboxylic planes of the linkers are orthogonal
and neighboring Zn4O are not mirror symmetric to each other, are energetically
less favorable for all considered MOFs. However, for IRMOF-7 the energy difference
is an order of magnitude smaller compared to IRMOF-1. This explains the amount
of disorder in the experimental X-ray structure of the naphthalene system. For the
biphenylene and triphenylene based IRMOF-10 and 10 the energy differences are
even smaller. Consequently the formation of such defects during the crystalliza-
tion process appears to be very likely. Finally, it should be emphasized that after
formation of one isoreticular isomer, the interchange into the isomeric form is only
possibly with bond breaking.



Chapter 7

Surface Structure and
Energies of HKUST-1

The surface of a crystalline solid is obviously a disruption of the periodicity of the
material. Depending on the standpoint it can have two distinct meanings. After
the synthesis procedure is finished, it marks the termination of the material in at
least one dimension. In contrast to this, it represents the location for further growth
during the formation of the compound. Both aspects are essential with respect to
the final properties of the material, since on the one hand the surface conditions
influences the growth rate and on the other hand it defines the interaction of the
compound with its environment. Consequently, a detailed knowledge of the assem-
bling mechanism and surface termination is pivotal to improve the performance of
the solid. In terms of MOFs, it is clear that an atomistic understanding of surface
(and interface) phenomena will be of prime importance to realize technical appli-
cations like for example membranes or sensing devices in the future. In addition,
it should be noted, that growth mechanisms are closely related to degradation and
thus long term stability of such materials.

Recently, some efforts have been done to tackle different issues of MOF surfaces
[226–230]. The in this respect most investigated MOF system is the copper paddle-
wheel based Cu3(btc)2 (btc = 1, 3, 5 − benzenetricarboxylate; HKUST-1) [126].
Bein et al. observed an oriented growth on gold substrates with functionalized
thiol self-assembled monolayers (SAMs) under solvothermal conditions [226]: on
OH-functionalized SAMs, Cu3(btc)2 interfaces preferentially with the [001] surface;
together with the general preference for the [111] surface in the bulk synthesis,
large octahedrally shaped crystals were achieved on the surface (Fig. 7.1)1. The
alternative layer-by-layer (lbl) growth mode [228] results in contrast in smooth and

1It was further shown in the work that on a carboxylate terminated surfaces, Cu3(btc)2 inter-
faces preferentially with the [001] surface.
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thin MOF films. Nevertheless, the same growth orientation on functionalized thiol-
SAMs could be documented. Interestingly, in this case, the formation of the MOF is
observed already at room temperature, if the acetate precursor Cu2(O2C−CH3)4

was employed, which is already a dimer, whereas the monomeric nitrate precursor
Cu(NO3)2 is active only at higher temperatures in the solvothermal mode. A
further experimental observation, made both with in situ AFM in solvothermal
synthesis [229, 230] and in layer-by-layer mode is that always half a unit cell is
grown at once, which means incorporation of two “layers” of copper dimers at once.
For further reference to the evolving field of MOF surface chemistry see ref. 79.
Despite the substantial advancement in the investigation of the exposed Cu3(btc)2

surface and growth, an atomistic understanding is still missing and in particular the
origin of the oriented growth is completely unclear.

Figure 7.1: The unit cell of Cu3(btc)2 showing the [001] and [111] crystal planes
(left) and the a schematic picture of the corresponding observed crystal morphology
on functionalized thiol-SAMs (right).

In Chapter 4, a force field was derived for copper paddle wheel based MOFs,
which is, for instance, able to predict the negative thermal expansion of Cu3(btc)2

or the deformed and “interwoven” structure of Cu3(btb)2 (MOF-14). Consequently,
it enables to make structural predictions beyond experimental knowledge and within
the constraint of avoiding bond breaking, relative conformational energies can be
computed. In order to shed light on the origins for the preferred surface termination
and crystal morphology, the atomistic structures and energies of possible surface
terminations of Cu3(btc)2 is studied based on the well validated force field.
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7.1 Surface termination

The formation of Cu3(btc)2 occurs already at ambient temperatures in the layer-
by-layer mode from the dimeric acetate precursor Cu2(O2C−CH3)4. This means,
the actetate is replaced (presumably in a proton catalysed exchange reaction) by the
aromatic carboxylate btc. In order to analyse the thermodynamics of this process,
we first computed isodesmic reaction energies for the model reaction replacing ac
by benzoate:

Cu2(O2C−CH3)4+4C6H5−COOH � Cu2(O2C−C6H5)4+4CH3−COOH
(7.1)

With a reaction energy of ∆HR = −0.61 kcal/mol (including zero point en-
ergy, thermal contributions at T = 298.15 K) the exchange is (almost) energeti-
cally neutral. Despite the sensitivity of this reaction energy to the description of
free acids, the value slightly changed by including solvation effects (∆HR,solv. =

−0.84 kcal/mol; solvation effects were included by using the CPCM method and
the parameters for ethanol). Thus, from an enthalpic point of view the formation
of Cu3(btc)2 is not preferred, however, during the formation of one formula unit six
acetate molecules are released. It can be concluded that the formation is an entropy
driven process, which is actually even less preferred for the even stronger copper
binding NO−

3 ligand. In addition, one can expect the surface of Cu3(btc)2 to be
terminated preferentially by not, yet, substituted acetate ligands. In this context it
is important to note that for the surface chemistry of hard materials like oxides or
semiconductors dangling bonds and a corresponding surface reconstruction is usu-
ally observed [231–233]. However, in the case of MOFs grown under solvothermal
conditions this will never be the case. Instead, always the weakest coordination
bonds will be broken and the resulting free coordination sites will be blocked by do-
nating ligands like acetate or possibly solvent molecules. Recently, an attempt was
made to model the surface of the carboxylate based MOF-5 by breaking the C-C
bond between the phenyl and the carboxylate groups, which leads to a completely
unphysical surface state [234]. The acetate-termination of the exposed surfaces is
the basic assumption in the work.

7.2 Slicing reaction and Slab model

For the computation of surface energies the following strategy was employed. From
the 3D periodic system a 2D periodic slab was generated by slicing all Cu − O

bonds in a specific hkl-plane. As a result two different surfaces are generated, one
with Cu2-dimers and one with free CO2 groups exposed. This is schematically
represented with blue shaded part in Fig. 7.2 for the [001] surface. In order to
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chemically saturate these surfaces and to make them identical, a reservoir of free
acetate precursors Cu2(ac)4 is used (red shaded in Fig. 7.2).

Figure 7.2: Isodesmic slicing reaction: generation of acetate terminated surfaces

Note that depending on the number of surface groups a different number of
these free acetate precursor molecules have to be used. This results in two identical
and acetate terminated surfaces. The overall reaction is of course fictitious and
not related to the growth process. Nevertheless, by assuming that the binding
energies of acetate and benzoate are nearly additive and are not significantly affected
by the substitution pattern, which is an intrinsic approximation of the classical
model with additive terms, this isodesmic reaction can be safely treated by our
molecular mechanics force field. However, in order to validate this assumption
the different carboxylate scrambling reactions were computed (ac = O2C − CH3;
bz = O2C − C6H5)

3 Cu2bz4 + Cu2ac4 � 4Cu2bz3ac, (7.2)

Cu2bz4 + Cu2ac4 � 2Cu2bz2ac2(trans), (7.3)

Cu2bz4 + Cu2ac4 � 2Cu2bz2ac2(cis), (7.4)

Cu2bz4 + 3Cu2ac4 � 2Cu2bzac3. (7.5)

The obtained reaction energies ∆HR,solv. and the corresponding free energies
∆GR,solv. clearly justify the approach (∆HR,solv.; ∆GR,solv. in [kcal/mol]: Eq.

7.2: −0.01; −0.31, Eq. 7.2: −0.19; −0.10, Eq. 7.2: −0.13; −0.03, Eq. 7.2:

−0.10; −0.07).
To cover the periodicity of the truncated MOF systems, a symmetric 2D pe-

riodic slab model was used (Fig. 7.3). The periodic boundary conditions in 3D
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were retained by replication of the slab perpendicular to the constructed surface.
The cell dimensions parallel to the surface were adapted to the fully optimized bulk
properties. Adjacent slabs were separated by a layer of vacuum to prohibit inter-
actions between them. This gap is defined by the cell axis perpendicular to the
surface. Further, to avoid the interactions of the two surfaces located at one slab,
the thickness of the latter has to be adjusted. Therefore, the calculated energies
were tested for convergence in terms of the layer separation and the slab thickness.

(a) (b)

Figure 7.3: Example of (a) a simulation box for the slab calculations (here [001]
surface) and (b) the embedding with the periodic boundary conditions.

After generating the respective surface models the structures were fully relaxed
in order to compute the strain resulting from the terminating groups as well as
the possible release of structural strain on the surface. The surface energy is the
reaction energy of this fictitious slicing reaction divided by the exposed surface area.

7.3 Surface energies

It is crucial to realize that for the Cu3(btc)2 network in its tbo topology different
surfaces can be constructed in the presented way for certain hkl-planes. In Fig.
7.4 all five systems considered in this work are shown with a line indicating the
slicing plane. Both for the [001] and [111] two surfaces are possible, which differ
in the number of broken Cu − O bonds and accordingly in the density of acetate
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groups. These two possibilities are labeled “a” and “b” in the following. As it is
obvious from Fig. 7.4 for the surfaces [111]a and [001]a the least number of bonds
have to be broken, and therefore the number of both terminal actetate groups and
free acetate molecules needed to saturate the surface, is smallest. In Tab. 7.2 the
acetate density in groups per nm2 is given for all investigated surfaces.

(a) [001] surfaces (b) [011] surface

(c) [111] surfaces

Figure 7.4: Possible surfaces to be generated by slicing through Cu − O bonds.
For [001] and [111] two different surfaces denoted a and b can be generated with a
different acetate density on the surface. The figure shows a sideview of the periodic
system with a line indicating the slicing plane.

Table 7.1: Calculated surface energies ∆Esurf [kcalmol−1 nm−2] and acetate
density ρac [groups/nm−2] for all considered surfaces.

surface ρac[groups/nm−2 ∆Esurf [kcalmol−1 nm−2]
[001]a 0.57 4 · 10−3

[001]b 1.15 −0.17
[011] 0.81 0.33
[111]a 0.50 0.08
[111]b 1.00 0.18

The calculated surface energies ∆Esurf , summarized in Tab. 7.2, namely the
change in the strain energy when converting the bulk material to the acetate termi-
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nated surface, are in all cases almost zero, which indicates that the surfaces are not
more strained then the bulk system. A comparison of the two structures indicate
that the structure of the MOF does not significantly reconstruct at the surface (Fig.
7.5). This is a differences compared to the other solid materials, where, as already
mentioned, the materials relax at the surface. Note that this type of analysis is only
possible due to the high quality of the used force field. Nevertheless, it should also
be pointed out that the omitting of solvent molecules causes an artificial stabiliza-
tion by van der Waals interactions between vicinal acetate groups on the surface,
which is the reason for the negative surface energies of the [001]b surface (Fig. 7.6).

Figure 7.5: A comparison of the bulk (cyan) and surface (red) structure of along
the [001] plane.

Figure 7.6: Representation of the [001]b surface. The value gives the distance
between the hydrogen atoms of adjacent acetate groups on the surface.

In order to get a more realistic picture of the HKUST-1 surface, it is necessary



CHAPTER 7. SURFACE STRUCTURE AND ENERGIES OF HKUST-1 117

to consider the surface free energy. In this regard it is assumed, that vibrational
degrees of freedom have a constant phase space volume during the reaction and
can safely be ignored. Thus, only the translational entropy of the free acetate are
included by means of the Sackur-Tetrode formula

Strans = kB ·N · ln
�

V

N ·λ3

�
+ 5

2kB ·N ,

with λ as the de-Broglie wavelength

λ = h√
2·π·kB ·m·T

(kB= Boltzmann factor; m = mass of a single Cu2ac4, N = number of Cu2ac4,
V = Volume). The surface free energies ∆Gsurf are given in Tab. 7.2 at different
temperatures and concentrations for the free acetate.

Table 7.2: Calculated surface free energies ∆Gsurf [kcalmol−1 nm−2] at different
temperatures and concentration for free Cu2(ac)4 in [0.1mol/L].

∆Gsurf

surface T = 300, c = 0.01 T = 300, c = 0.1 T = 400, c = 0.1
[001]a 3.60 3.60 4.90
[001]b 7.03 7.03 9.63
[011] 5.43 5.43 7.26
[111]a 3.20 3.20 4.32
[111]b 24.17 24.17 26.42

In contrast to the growth process, the incorporation of the free acetate precur-
sors Cu2(ac)4 and the corresponding loss of entropy makes the free surface energy
significantly endergonic. However, due to the lowest acetate density along the [111]a
plane, the corresponding surface is the most stable one. Thus this preference of
the [111]a surface is an entropic effect since the enthalpic strain energy difference
between the surfaces is rather small. This is in agreement with the experimental
observed crystal morphology. Further the results also explain the experimentally
monitored step sizes of half a unit cell, which is exactly the distance between two
[111]a surfaces. The corresponding intermediate [111]b surface is less stable. Nev-
ertheless, the Wulff-construction reveals only a truncated octahedral crystal mor-
phology, even at higher temperatures or lower concentration of free Cu2(ac)4. This
discrepancy with the experiment can have different reasons. As already mentioned
are solvation effects not included in the current investigation, which might influence
the surface stability. Further the restriction to acetate terminated surfaces might
not cover all relevant features of the HKUST-1 system. In this regard other slicing
of the bulk materials are thinkable like acid terminated surfaces. However, in this
case the inclusion of sovation effects is even more important.
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7.4 Summary

The surface of soft crystals like MOFs are very different in comparison hard solids
like metal oxides. Due to the molecular nature of MOFs, the truncation of the
periodic system takes place along the weakest bond of the framework, and the gen-
erated unsaturated sites are blocked by donating ligands. In case of the investigated
HKUST-1, the acetate termination of the surface is one reasonable assumption, es-
pecially if the synthentic conditions are considered (using of Cu2(ac)4 as starting
material). Based on this, the surface of HKUST-1 was investigated by slab calcu-
lations using the previously developed force field. In this regard different surfaces
were constructed for specific hkl-planes. The calculations provide that the most
stable surfaces are not energetically very different compared to the bulk material.
By including entropic effects, the experimentally observed preference for the [111]
surface could be explained. However, the results pointed out that for a complete
picture of the surface termination the presence of solvent molecules has to be taken
into account.



Part III

Host-Guest Systems
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Non-covalent interactions:
Communication between
molecules?

By communication people are able to exchange information and tell other peo-
ple, for instance, whether they agree or disagree with one subject. To transmit
these messages human beings use different tools such as verval or non-verbal ones.
Metaphorically speaking, molecules communicate in a primitive way by their func-
tional groups. The nucleotides of the DNA (Deoxyribonucleic acid) communicate,
for instance, by hydrogen bonding. Based on them, pairs are obtained, which har-
monize such as Adenine and Thymine or Guanine and Cytosine. Non-covalent inter-
actions are of course not directly comparable with the human communication, but
both are tools relevant for the embedding within an environment. The importance
of intramolecular interactions, where no chemical bond is formed or cleaved, strikes
out if biochemical processes are considered. The folding of a protein, for example,
occurs due to them. The non-covalent interactions between different groups induce
the arrangement of the subunits of the protein and guide the folding. Although they
are weaker compared to covalent interactions, the structure of the macromolecule
and thus the whole biological activity is dominated by them. The relevance of the
non-covalent interactions can be illustrated if the mutation of a protein is studied.
In this case one or more fragments of the protein are aligned in a different fashion
or are replaced by others. Due to this change, the ensemble of non-bonding inter-
actions is (significantly) disturbed; as a result, the structure of the folded protein
differs. How serious the effect can be with respect to the resulting activity becomes
obvious, if diseases like cancer or BSE (Bovine spongiforme enzephalophathie) are
contemplated. However, non-covalent intramolecular interaction are not limited to
biological systems and in fact the conformational isomers discussed in the context
of IRMOF-7 (Chapter 6) are examples how they can influence the structure of func-
tional porous materials. In the case of IRMOF-7 the pore structure is dominated by
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aromatic interactions between the naphthalene units and consequently properties of
the network (e.g. permeability) are defined by these non-bonding interactions.

In addition to these intramolecular features, a wide range of intermolecular
phenomena are governed by non-covalent effects. The solvation of salts in water, for
example, is based on electrostatic forces between the ions and the water molecules.
Considering biochemical systems, again, specific interactions between ligands and
proteins allow the selective recognition of molecules, which is import, for instance,
in the context of antibodies. Further, the development of new drugs is promoted by
the understanding of the interaction betwen pharmaceuticals and macromolecules
within the human body. Since in (almost) all application fields of porous materials
like MOFs, the open structure is used to incorporate molecules, similar selective
communication within the host-guest system, is intended. At the first stage the
adsorption of molecules within the framework is dominated by the ratio between
the size and dimension of the molecule and the pore opening2. If the molecule is
larger compared to the opening, steric effects prevent the adsorption or diffusion
process. This allows the separation of molecules depending on their sizes and shapes.
A geometrical analysis should therefore be the first step to evaluate the host-guest
system, since it allows a fast screening of the materials. However, once the molecules
are able to enter the pores, the interaction with the inner surface of the MOF
gets crucial, which can be either attractive or repulsive. Since, in principle, the
inner surface of the matrix can be adjusted systematically, using the building block
approach, the interaction of the guest molecules with the framework can be tuned
for specific applications. Unfortunately, a evaluation of the interaction between the
inner surface and the guest species is often not straightforward due to the diversity
of possible kinds: hydrogen molecules interact, for instance, by weak dispersion
forces, whereas water molecules form bonds with unsatturated metal sites of MOFs
(e.g. in HKUST-1; see also Chapter 4). To improve the performance of MOF based
materials, detailed understanding of the host-guest interaction is crucial. In this
regard the focus of this part of the work lays on the investigation of MOF systems
and in particular on the study of non-covalent interactions between guest molecules
and the matrix.

2Note, that, due to the potential structural flexibility of the framework (e.g. rotation of the
units or breathing of the structure) the pore opening might change significantly. This factor has
to be considered if the pore opening is evaluated.



Chapter 8

Interaction between
benzene and MOF-5

The physisorption of guest molecules on the inner surface of MOFs is based on
the combination of electrostatic and dispersion effects. The fraction of each contri-
bution depends on the particular host-guest system and variation of the framework
or the guest molecules can influence significantly the strength of the interaction. To
be able to tune the latter, it is thus pivotal to understand elementary issues of the
physisorption process. Theoretical methods are indispensable to study these non-
covalent phenomena in detail, since experimental tools have, as mentionend before,
often not enough resolution to provide reliable data. Grand canonical Monte Carlo
or molecular dynamic simulations based on classical force fields are often used in the
literature to investigate adsorption and transport properties of MOFs [235]. Never-
theless, it should be noted, that the description of non-bonding effects, which are
present in a chemical system, is challenging within the framework of conventional
force fields. In general, the construction of these models, which use an additive
energy expression, might not reflect the nature of many body forces, in which the
non-bonding interactions are non-pairwise additive. Concerning this matter force
fields are often deficient in the sense that they are able to reproduce the properties of
small clusters like dimers or trimers but fail in describing bulk features or vice versa.
In addition, errors might arise due to a number of approximations. For example,
electrostatic effects are usually described by the Coulomb law using atomic point
charges. The latter is a reasonable choice at large distance between the fragments,
but becomes non-physical if the units get closer, so that the electron clouds can
overlap. Being aware of these kind of limitations concerning the use of classical force
fields, the validation of these tools is always needed to avoid artificial behaviours of
the model for the system at hand.

122
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In terms of theoretical works, done on loaded MOF systems, only in the case
of hydrogen and methane the non-bonding parameters were verified or explicitly
parametrized using quantum mechanical references [38, 183, 202]. For many other
guest molecules similar evaluations were not performed [140, 235, 236]. To describe
the Coulomb interaction, point charges were occasionally derived from first-principle
calculations. It should be emphasized, that the use of parameters obtained from
different sources (e.g. deriving vdw-parameters from experiment data and atomic
charges from quantum mechanical calculations) might cause an unbalanced descrip-
tion of the system. As a consequence, the force field may, for example, be able to
reproduce the macroscopic observable (e.g. adsorption isotherm), but fail describ-
ing the elementary interaction of the guest molecule with the MOF. In this case the
partial success of the model is due to error cancellation.

In order to evaluate the quality of different force fields, used in the literature
to investigate loaded MOFs, results obtained from the classical model will be com-
pared with ab-inito data. But it should be emphasized, as mentioned before, that
quantum mechanical tools, feasible to treat chemical systems, also imply different
approximations. In this regard non-bonding contributions (e.g. π− π interactions)
are still challenging with respect to an efficient and accurate description by theo-
retical tools. Taking this fact into account, first principle methods are analyzed in
advance for the particular system to obtain reasonable reference data.

Since the focus lays on the understanding of pure host-guest interactions, the
adsorption of a single molecule on the inner surface of the MOF is studied to avoid
any guest-guest interactions. As a probe molecules for large guests like metal pre-
cursors, dyes or pharmaceuticals, a benzene molecule is chosen. The host matrix is
MOF-5, which was already introduced in detail in previous Chapters. As a remain-
der, MOF-5 is composed of Zn4O clusters linked by 1, 4−benzenedicarboxylates,
forming a cubic framework. To allow high level quantum mechanical calculations
of the benzene@MOF − 5 system non-periodic models are used to represent the
periodic matrix. In agreement with previous studies [224, 237–240], it is assumed
that the primary adsorption sites in MOF-5 are at the inorganic unit. Due to the
tetrahedral shape of the Zn4O cluster two binding sites can be distinguished in
general: one over the faces (α-site) and one above the apex of the tetrahedron
(β-site) (Fig. 8.1).
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Figure 8.1: Different adsorption sites at the inorganic vertex of the MOF-5 frame-
work.

To represent the inorganic unit of the matrix different charge-neutral model
systems are used. The simplest non-periodic derivative is obtained by using formate
ligands around the tetranuclear zinc cluster instead of terephthalic acid groups (F),
resulting in the formula: (Zn4O)(O2C − H)6 (Fig. 8.2). In addition mix ligand
systems are employed, build up by both formate and benzoate ligands with the
general formula (Zn4O)(O2C−H)3(O2C−C6H5)3 (B-alpha, B-beta) (Fig. 8.3).

Figure 8.2: Non-periodic model system (F) used to represent the inorganic vertex
of MOF-5.
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(a) (b)

Figure 8.3: Extended model system used to represent the inorganic unit in MOF-5.
These mix-ligand complexes consists of three formate and three benzoate ligands,
respectively. (a) will be referred to as B-alpha and (b) as B-beta.

8.1 Evaluation of quantum mechanical methods

8.1.1 Adsorption of the benzene molecule in the α-site

Based on the finite models of the host matrix, the interaction with a benzene
molecule is studied. In this regard potential energy curves for the displacement of the
units are calculated. The geometry of each molecule was first optimized separately
on the B3LYP/cc-pVDZ level according to its point symmetry. Afterwards, the
structures were kept rigid and just the interatomic distance was varied, respectively.
In order to evaluate the quality of different quantum mechanical methods in terms of
their ability to describe the non-covalent interaction between the aromatic molecule
and the MOF-5 vertex, first, the adsorption in the α-site along the three-fold axis
of the inorganic unit is examined (Fig. 8.4).

The potential energy curves calculated for the benzene@F -system with the
BLYP and B3LYP functional, show strong basis set dependencies (Fig. 8.5). For
example, employing the cc-pVDZ basis set with the BLYP functional a minimum at
about 6 Å is observed. However, this small energy well disappears, if the basis set
is expanded (Fig. 8.5). Taken into account the basis set superposition error, both
functionals offer a repulsive behaviour of the intermolecular potential.
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(a) (b)

Figure 8.4: Schematic representation of the displacement of the benzene molecule
relative to the inorganic complex along the three-fold axis in the α-site for (a) the
model F and (b) B-alpha.
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Figure 8.5: Potential energy curve for the displacement of a benzene molecule and
model F obtained employing the (a) BLYP and (b) B3LYP functional and different
basis sets. The intermolecular distance is defined as the distance between the
central oxygen atom and the center of the benzene ring. The symbols represent the
calculated values; the solid lines are obtained by a cubic spline interpolation.

It is now well established that both DFT methods are not able to describe
(non-local) dispersion effects [241, 242], which might be present in the considered
complex. The deficiency is due to the construction of these so-called local function-
als, which are based on the local density, its gradient, and the local kinetic-energy
density [241]. In particular correlation contributions present at relatively low elec-
tron density regions like in the intermediate region between the molecules are not
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covered by these methods. The non-local correlation effects can be separated me-
thodically depending on the electron correlation length [204, 243]. To overcome the
effects dominated at medium range, Grimme et al. introduced the double hybrid
functional B2PLYP [95]. In this case, the contributions, which are related to the
involved orbitals, are treated in a pertubative fashion [95]. Therefore to understand
the non-covalent interaction between the benzene molecule and the formate com-
plex in more detail, the B2PLYP functional is used to calculate the potential energy
curve of the physisoprtion process (Fig. 8.6). The double hybrid functional offers
an energy well of 2.1 kcal/mol at a distance of 5.3 Å between the central oxygen
atom and the center of the benzene ring (Tab. 8.1). The results show (almost)
no basis set dependency. Comparing the values obtained by different functionals
point out, that dispersion phenomena have to be taken into account to enable an
appropriate description of the system (Fig. 8.6).

Table 8.1: Equilibrium distance and corresponding intermolecular interaction ener-
gies for the benzene@F system obtained by different quantum mechanical methods.

method basis set Rmin[Å] E [kcal/mol]
B2PLYP cc-pVDZ 5.28 -2.10

cc-pVTZ 5.30 -2.10
B3LYP+D cc-pVDZ 4.85 -7.47

cc-pVTZ 4.89 -6.54
cc-pVQZ 4.90 -6.01

B2PLYP+D cc-pVDZ 4.92 -6.12
cc-pVTZ 4.94 -6.00

SCS-MP2 cc-pVDZ 5.10 -4.56
cc-pVTZ 5.08 -5.07
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Figure 8.6: (a) Potential energy curve for the displacement of a benzene molecule
and model F obtained using the B2PLYP functional. (b) Comparison of potential
energy curve with respect to different DFT functionals. The intermolecular distance
is defined as the distance between the central oxygen atom and the center of the
benzene ring. The symbols represent the calculated values; the solid lines are
obtained by a cubic spline interpolation.

Nevertheless, since the B2PLYP functional does not cover all correlation effects,
an underbinding is usually observed for van der Waals complexes [204, 243]. Cou-
pled cluster calculations are in this regard often seen as benchmarks for the study of
these features [242]. For the benzene@F system corresponding investigations are
not feasible due to the size. To treat correlation effects in the framework of wave-
function based methods, often post Hartree-Fock techniques are employed, which
use the Møller-Plesset pertubation approach. For instance, in previous works MP2
calculations were performed to analyze the interaction of hydrogen and methane
with MOF-5 [38, 183]. However, a number of studies pointed out the deficiency
of the standard MP2 method to describe e.g. aromatic interactions, which are
overestimated by this level of theory [204, 241, 242]. In order to improve the accu-
racy of the pertubation method, the spin-component-scaled MP2 (SCS-MP2) was
developed [86]. In this case antiparallel and parallel spin components are scaled
separately to balance dynamic and static correlation effects. Except for some cases,
the SCS-MP2 approach indeed improves the agreement with corresponding coupled
cluster data in terms of the description of dispersion effects [204, 242]. Motivated
by the success of the modified perturbation approach, the potential energy curve
for the benzene@F system was calculated using the SCS-MP2 method (Fig. 8.7).
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Figure 8.7: Potential energy curves for the displacement of a benzene molecule and
F calculated at the SCS-MP2 level. The intermolecular distance is defined as the
distance between the central oxygen atom and the center of the benzene ring. The
symbols represent the calculated values; the solid lines are obtained by a cubic spline
interpolation.

In comparison with the B2PLYP results, the SCS-MP2 binding energy is by a
factor of approximatly 2.5 larger (Tab. 8.1). In contrast to the equilibrium distance,
the adsorption energy shows a basis set dependence. Going from the double-ζ to
the triple-ζ basis set the interaction increases by 0.49 kcal/mol. Since even the
calculation performed, using the cc-pVTZ basis set, are expensive, further expansion
of the basis set were not practicable to observe convergence of the data. In spite of
the remaining basis set incompletness error, the results and the trend obtained by
the wavefunction based method emphasize that the binding energy is significantly
larger than the value computed by the double hybrid functional. Nevertheless the
B2PLYP methods is for the particular system a more robust method with respect to
the basis set. In this regard an improvement of the DFT method would be beneficial,
which would abolish the deficiency of the B2PLYP functional to describe long-range
correlation effects [243, 244]. These contributions are with increasing distance less
dominated by quantum mechanical effects, so that an effective potential can be used
to represent them [204, 243]. Based on this, a r−6 potential term (+D) is added
to the DFT results to cover the correlation phenomena in an empirical fashion. In
principle the correction term can be applied to tune all calculated DFT results. The
crucial point is the use of a reasonalbe damping function for the potential to avoid
double counting and singularity at very small distances [242]. Consequently, the
potential has to be damped to different degrees depending on the DFT functional.
Grimme and co-workers derived corresponding parameters for various functionals
[244], which are used in the current investigation.

Adding the classical term (+D) to the results obtained by the B3LYP and
B2PLYP functional (Tab. 8.1) reveals a significant increase of the attractive in-
teraction between the benzene molecule and F by about 4.0 kcal/mol compared to
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the pure DFT results (Fig. 8.8; Tab. 8.1). Further the equilibrium distance of the
non-covalent complex is shortened by about 0.4 Å to 4.9 Å. From a technical point
of view, it is interesting to see that the potential energy curves obtained by the
two dispersion corrected DFT methods match almost perfectly, although applying
the B2PLYP functional is due to the pertubation calculation computationally more
costly.
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Figure 8.8: Comparison of potential energy curves (a) with respect to different
DFT functionals and the use of the dispersion correction (+D) and (b) of SCS-
MP2 results with the DFT+D resultsfor the benzene@F-system. The intermolecular
distance is defined as the distance between the central oxygen atom and the center
of the benzene ring. The symbols represent the calculated values; the solid lines are
obtained by a cubic spline interpolation.

In the so far considered model system F the phenylene rings connecting adjacent
(Zn4O)(O2C)6 clusters in MOF-5 are substituted by hydrogen atoms. This simple
representation of the network vertex might not cover all properties of the periodic
system, which are important to analyse reasonably the host-guest interaction. The
neglect of the phenylene rings enclosing an α-site in the MOF-5 matrix should have
the largest impact in terms of the truncation. To include the aromatic groups of
the MOF-5 matrix in the investigation of the host-guest interaction, model B-alpha
(Fig. 8.3) is used.



CHAPTER 8. INTERACTION BETWEEN BENZENE AND MOF-5 131

Table 8.2: Equilibrium distance and correspdonding intermolecular interaction ener-
gies for the benzene@B − alpha system obtained by different quantum mechanical
methods.

method basis set Rmin[Å] E [kcal/mol]
B2PLYP cc-pVDZ 5.32 -3.92

cc-pVTZ 5.36 -3.78
B3LYP+D cc-pVDZ 4.92 -11.80

cc-pVTZ 4.96 -10.39
B2PLYP+D cc-pVDZ 4.98 -10.59

cc-pVTZ 4.99 -10.25
SCS-MP2 cc-pVDZ 5.08 -9.09

cc-pVTZ 5.09 -9.93

The analysis of the adsorption process (Fig. 8.4) using the extended model
provides a repulsive potential energy curve on the BLYP and B3LYP level (Fig. 8.9).
Note, that similar to results obtained for the model F, both DFT methods show
significant basis set dependency. Including dispersion effects in the framework of the
B2PYLP functional reveals an attractive character of the intermolecular interaction
(Fig. 8.9; Tab. 8.2). The overlap of the conjugated π-system in B-alpha with
the orbitals of the benzene molecule is (probably) the reason for an increase of the
binding energy by 1.68 kcal/mol (B2PYLP/cc-pVTZ: 3.78 kcal/mol) in comparison
to the formate model (B2PYLP/cc-pVTZ: 2.10 kcal/mol).
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Figure 8.9: Potential energy curve for the displacement of a benzene molecule and
model B-alpha obtained employing the (a) BLYP, (b) B3LYP and (c) B2PLYP
functional and different basis sets. In (d) the calculated potential energy curves
employing the largest basis sets are compared. The intermolecular distance is defined
as the distance between the central oxygen atom and the center of the benzene ring.
The symbols represent the calculated values; the solid lines are obtained by a cubic
spline interpolation.

However, the results for the model F indicate that the B2PLYP method is not
able to cover all dispersion contributions of this particular system. In fact, perform-
ing calculations on the more sophisticated SCS-MP2 level exhibit an intermolecular
energy of 9.93 kcal/mol for the adsorption of the benzene molecule in the α-site.
Unfortunately, the binding energy obtained by the wavefunction based method do
not convergence within the used basis sets (Tab. 8.2).
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Figure 8.10: (a) Potential energy curve for the displacement of a benzene molecule
and B-alpha calculated at the SCS-MP2 level. (b) Comparision of SCS-MP2 re-
sults with the DFT+D results. The intermolecular distance is defined as the distance
between the central oxygen atom and the center of the benzene ring. The sym-
bols represent the calculated values; the solid lines are obtained by a cubic spline
interpolation.

Using the more robust DFT+D approach an intermolecular interaction energy
of 10.39 kcal/mol and 10.25 kcal/mol for B3LYP+D and B2PYLP+D, respectively,
was computed (Tab. 8.2). The significant change of the interaction strength by
about 4 kcal/mol depending on the system size, emphasizes the need to include the
aromatic groups of the periodic framework into the consideration to get a reasonable
picture of the host-guest interaction.

8.1.2 Adsorption of the benzene molecule in the β-site

In addition to the α-site, the benzene molecule can adsorb above the apex of the
Zn4O tetrahedron in the MOF-5 (Fig. 8.11). In this case not only the orientation
of the cluster changes rather is the arrangment of the organic linkers different
with respect to the guest molecule. Both factors should influence the host-guest
interaction. To evaluate the different adsorption sites at the MOF-5 vertex, the
potential energy curve for the displacement of the benzene molecule along the C3

axis in the β-site is investigated using the model B-beta (Fig. 8.11; Tab. 8.3)
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Figure 8.11: Schematic representation of the displacment of the benzene molecule
relative to the inorganic complex along the three-fold axis conserving the C3v-point
symmetry in the β-site for the model B-beta.

All quantum mechanical calculations, which were performed for the benzen@B−
beta system, indicate (except for the B3LYP results) a weak binding of the guest
molecule. The interaction energy on the B2PLYP/cc-pVTZ level is about 30% of the
value obtained for the physisorption in the α-site. The B3LYP+D and B2PLYP+D
data offer a binding energy of 4.49 and 4.05 kcal/mol, respectively, which is sig-
nificantly smaller compared to the interaction in the previous arrangement. The
SCS-MP2 results, being converged to some extent, differ by about 0.5 kcal/mol
from the B2PLYP+D value, which show in contrast to the previous investigation
basis set dependency. Due to this it can be assumed that the binding energy is about
4 kcal/mol, which is half the value obtained for the adsorption in the α-pocket.
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Figure 8.12: Potential energy curves for the displacement of a benzene molecule and
B-beta calculated using different methods. The intermolecular distance is defined
as the distance between the central oxygen atom and the center of the benzene
ring. The symbols represent the calculated values; the solid lines are obtained by a
cubic spline interpolation.

Table 8.3: Equilibrium distance and correspdonding intermolecular interaction ener-
gies for the benzene@B − alpha system obtained by different quantum mechanical
methods.

method basis set Rmin[Å] E [kcal/mol]
B2PLYP cc-pVDZ 7.41 -1.51

cc-pVTZ 7.46 -1.1
B3LYP+D cc-pVDZ 6.97 -5.33

cc-pVTZ 6.98 -4.49
B2PLYP+D cc-pVDZ 7.05 -4.48

cc-pVTZ 7.04 -4.05
SCS-MP2 cc-pVDZ 7.24 -3.52

cc-pVTZ 7.24 -3.43

8.1.3 Different arrangment of the benzene molecule in the
α-site

In addition to the two different adorption motives around the inorganic fragment
the orientation of the benzene molecule can vary within the different sites. So far
the plane of the aromatic ring and one face of the zinc tetrahedron were parallel.
To get a broader picture of the host-guest interaction, a different arrangement of
the guest molecule in the α-site shall be regarded, where the benzene molecule is
perpendicular to the zinc triangle and a hydrogen atom points toward the central
oxygen atom of the MOF-5 vertex. The overall performance of the B2PLYP+D
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approach to treat the previous cases, encourage the use of this level of theory to
study the non-covalent interaction for other arrangemnts of the benzene molecule.

Figure 8.13: Schematic representation of the displacment of the benzene molecule
relative to the a-site for the model B-beta along the three-fold axis of the inor-
ganic unit. The plane of the benzene ring is perpenticular to one face of the zinc
tetrahedron.

The intermolecular energy for the perpendicular adsorption of the benzene molecule
is 7.28 kcal/mol (B2PLYP+D/cc-pVTZ), which is less compared to the parallel ori-
entation (B2PLYP+D/cc-pVTZ:10.25 kcal/mol) but still higher with respect to
the interaction in the β-site (B2PLYP+D/cc-pVTZ: 4.05kcal/mol). Further, the
rotation of the benzene molecule within the α-pocket causes an increase of the
equilibrium distance by 0.65 Å (parallel: 4.99 Å; perpendicular: 5.64 Å).

Table 8.4: Equilibrium distance and correspdonding intermolecular interaction ener-
gies for the benzene@B − alpha system obtained by different quantum mechanical
methods for the perpendicular orientation of the benzene molecular with respect to
the face of the Zn4O tetrahedron.

method basis set Rmin[Å] E [kcal/mol]
B2PLYP cc-pVTZ 6.08 -2.46

B3LYP+D cc-pVTZ 5.61 -8.12
B2PLYP+D cc-pVTZ 5.64 -7.68
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8.2 Evaluation of classical force fields

In terms of a multiscaling approach the carefully calculated quantum mechanical
results of the interaction between benzene and MOF-5 can be used for benchmarking
coarse-grain tools, which enable large scale simulations of the host-guest system.
The advantage of this kind of bottom-up strategy was demonstrated in the previous
part of this work by the successfully employing of ab-initio derived force fields for
the understanding of MOF structures.

In contrast to those cases, investigations dealing with the benzene@MOF − 5

system are known, in which force field are employed [224, 236, 245, 246]. However,
concerning the used classical models, some significant differences are present in
terms of the represenation of the interaction within the host-guest system. In two
of the studies [245, 246], the zinc-oxygen environment in the MOF-5 framework
was treated in a non-bonding fashion. In these approaches the van der Waals
(vdW) interactions were described by a Lennard-Jones (LJ) energy term. In the
first case, which will be termed LJ-1, the vdW parameters for the network were
adjusted with respect to their ability to reproduce both the experimental measured
cell parameters and the adsorption isotherm of methane and carbon dioxide in MOF-
5. Using the CHELPG sampling scheme, the atomic charges were derived from
DFT calculations (PBE/6-31+G*). For the benzene molecule the TraPPE [245]
force field parameters were employed. With respect to the second force field (LJ-
2) [246], the vdW parameters from the CVFF and a previously developed force
field for zinc oxide minerals were utilized, which were partially modified to match
the experimental structure. The elctrostatic interactions were described by atomic
point charges, as well. The third model (Buck), which was developed in a previous
work [162, 205, 224] and already applied to study different isomers in the IRMOF
family (Chapter 6), represents the whole framework (including the inorganic unit)
by a non-reactive and bonded force field. The vdW interactions are expressed by
Buckingham potentials. The corresponding parameters are from the standard MM3
force field [? ], in which the indiviual values are calculated by extra- or interpolation
of very few accurate experimental data. Within the Buck force field the atomic
charges are derived using a Merz-Kolman sampling method of the electrostatic
potential.

In none of the investigations, the performance of the non-bonding parameters
was validated in terms of their reliability for the benzene@MOF − 5 system using
quantum mechanical data. Thus to evaluate the different models with respect to
the host-guest interaction, the potential energy curves for all previously studied
non-periodic models were calculated using the force fields and compared to the
B2PLYP+D/cc-pVTZ data.

Although the format model F is not large enough to represent all properties of
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the MOF-5 vertex, the results for this fragment can be used among other as bench-
mark for the quality of the force fields to describe the interaction between benzene
molecules and the inorganic cluster. The LJ-1 value shows an underestimation of
the interaction energy by 2.45 kcal/mol. As a consequence the equilibrium dis-
tance is large compared to the DFT result. In contrast to this, the binding energy
calculated with LJ-2 is strongly overbinding by a factor of two (12.13 kcal/mol;
B2PLYP+D/cc-pVTZ: 6.00 kca/mol). In spite of this large attractive interaction,
the intermolecular distance is less in comparison with the B2PLYP+D value. Only
the force field Buck is able to reproduce both the interaction energy and the in-
termolecular distance reasonably. The deviation is about 2 %. To consider the ef-
fects of the Coulomb interaction, calculations were performed, in which the atomic
charges were omitted. Except for LJ-1 the binding energy decreases in this case.
However, the excluding of the electrostatic interaction changes the values by less
than 10 %, indicating that the van der Waals contribution is the main part. This
is also in agreement with the quantum mechanical investigations, which point out
that dispersion effects have to be take into account for this system.

Table 8.5: Equilibrium distance and corresponding intermolecular interaction ener-
gies for the benzene@F system calculated using different force fields. For compar-
ison, the values obtained on the B2PLYP/cc-pVTZ level are given. The values in
parentheses are calculated binding energies without using atomic point charges.

method Rmin[Å] E [kcal/mol]
B2PLYP+D/cc-pVTZ 4.94 -6.00

LJ-1 5.31 (5.30) -4.55 (-4.67)
LJ-2 5.14 (5.15) -12.13 (-12.61)
Buck 5.06 (5.08) -6.16 (-5.65)
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Figure 8.14: Potential energy curves for the displacement of a benzene molecule
and F: (a) comparision of the force field data and the B2PLYP+D/cc-pVTZ results,
(b) force field results calculated with (circles) and without charges (squares). The
intermolecular distance is defined as the distance between the central oxygen atom
and the center of the benzene ring. The symbols represent the calculated values;
the solid lines are obtained by a cubic spline interpolation.

Considering the extended models B-alpha and B-beta, reveals similar pictures
(Tab. 8.6,8.7; Fig. 8.15). Both force fields based on the Lennard-Jones potential
show a steep repulsive behavior at small distances (Fig. 8.15). The reason for this
can be on the one hand due to the description of the repulsive part, which is repre-
sented in these cases by a r−12 term in contrast to the exponential expression, which
is used in the Buckingham pontential. On the other hand the non-bonding force
field employed for the inorganic part of the framework might cause this deviation of
the potential energy curve, since to reproduce the structure of the framework the
van der Waals parameters have to be adjusted to compensate the large Coulomb
interactions present around the zinc atoms. But due to the used vdW mixing rules
these paramters also describe the host-guest interaction.

Note, that at large intermolecular distances the potential energy curve for Buck
and LJ-1 are almost identical. The higher quality of LJ-1 compared to LJ-2 is
probably because of the strategy used to derive the vdW parameter, where both
structural as well as adsorption properties are simultaneously fitted.
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Table 8.6: Equilibrium distance and corresponding intermolecular interaction en-
ergies for the benzene@B − alpha system calculated using different force fields.
For comparison the values obtained on the B2PLYP/cc-pVTZ level are given. The
values in parentheses are calculated binding energies without using atomic point
charges.

method Rmin[Å] E [kcal/mol]
B2PLYP+D/cc-pVTZ 4.99 -10.25

LJ-1 5.35 (5.36) -8.73 (-8.46)
LJ-2 5.22 (5.22) -18.89 (-18.13)
Buck 5.15 (5.17) -9.43 (-8.61)
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Figure 8.15: Potential energy curves for the displacement of a benzene molecule and
B-alpha: comparision of the force field data and the B2PLYP+D/cc-pVTZ results.
The intermolecular distance is defined as the distance between the central oxygen
atom and the center of the benzene ring. The symbols represent the calculated
values; the solid lines are obtained by a cubic spline interpolation.

Table 8.7: Equilibrium distance and corresponding intermolecular interaction ener-
gies for the benzene@B − beta system calculated using different force fields. For
comparison the values obtained on the B2PLYP/cc-pVTZ level are given. The
values in parentheses are calculated binding energies without using atomic point
charges.

method Rmin[Å] E [kcal/mol]
B2PLYP+D/cc.pVTZ 7.04 -4.05

LJ-1 7.36 (7.33) -3.53 (-3.99)
LJ-2 7.03 (7.01) -8.59 (-9.21)
Buck 7.33 (7.31) -3.38 (-3.70)

For the adsorption process of the rearranged benzene molecule in the α-site, the
agreement between the force field and B2PLYP+D results is poorer. The deviation
is about 2 kcal/mol for Buck and 1.52 kcal/mol for LJ-1 (Tab. 8.8). However, it
should be kept in mind, that none of the force fields were tuned for the particular
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system. Further the relevance of this arrangement is probably less, since the parallel
orientation is energetically more favourable.

Table 8.8: Equilibrium distance and corresponding intermolecular interaction ener-
gies for the benzene@B − alpha system obtained by different quantum mechanical
methods for the perpendicular orientation of the benzene molecular with respect to
the face of the Zn4O tetrahedron. The values in brackets are calculated binding
energies without using atomic point charges.

method Rmin[Å] E [kcal/mol]
B2PLYP+D/cc-pVTZ 5.64 -7.68

LJ-1 6.10 (6.14) -6.16 (-5.80)
LJ-2 5.86 (5.84) -14.28 (-14.85)
Buck 6.06 (5.81) -5.70 (-6.23)

The comparison of the force field and quantum mechanical results reveal that
the force field Buck is able to reproduce the interaction of benzene with the vertex of
MOF-5 to a high degree. The non-bonding LJ force fields show poorer performance
in this regard, whereas LJ-2 has severe errors for the host-guest system. LJ-1 gives
a reasonable description at larger intermolecular distances.

Interestingly, the observations obtained for the non-periodic models are in coinci-
dence with the simulations performed for the periodic system. All three force fields
were used to simulate the self diffusion constante (Dself ) of benzene in MOF-
5 at low loading. Fortunately, experimental data are available for this particular
system (Dself = 2.0 · 10−9m2/s) [247], which allows to evaluate the quality of the
force fields. Considering the results obtained by LJ-2, the mobility of the benzene
molecules is by an order of magnitude smaller compared to the meausred results
(Dself = 0.2 ·10−9m2/s [246]). The deviation becomes clear by the detailed inves-
tigation of the finite model system. Due to the strong attractive interaction between
the benzene molecule and the matrix, the diffusion process is suppressed. Therefore
the presumption [245] that the short simulation time is the reason for the wrong
value can be disproved (to some extent). Both LJ-1 and Buck are able to reproduce
the transport properties of benzene in MOF-5 (Dself (LJ − 1) = 2.9 · 10−9m2/s

[245]; this work: Dself (Buck) = 2.5 · 10−9m2/s). However, two points should
be stressed. First, the force field Buck describes different length scale with a high
accuracy, which is, as already mentioned, often challenging with respect to a simple
classical model. Second, the force field is obtained using no experimental data. It
should be also noted that the model is able to reproduce both the structure and
the internal dynamics of the framework itself [98, 205]. Hence this force field Buck
is superior compared to the other currently known ones. Finally, it allows further
detailed investigations of host-guest systems based on MOF-5 type networks and
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aromatic guest molecules. For instance, allows the additive energy expression of
the force field the decomposition of the van der Waals energy according to the
atom types. In this regard the potential energy curves of the benzene@B− alpha-
system were calculated switching off the vdW parameters for the central oxygen
atom, the zinc atoms, the carbonyl oxygen atoms and carbonyl carbon atoms, re-
spectively. This kind of analysis suggest that the central oxygen atoms has almost
no contribution to the vdW interaction (about 0.1 kca/mol). In contrast to this the
vdW interaction between the benzene molecule and the zinc atoms is about 20 %
(about 2 kcal/mol). A similar situation is observed with the oxygen atoms of the
carbonyl group. The carbon atoms of the acid group contribute about 1 kcal/mol
(10%) to the total intermolecular vdW energy. The remaining part is the interac-
tion between the benzene molecule and the phenyl rings of B-alpha. As a proof of
concept the aromatic groups were cut off the model and was saturated by hydrogen
atoms. Calculating the interaction of the benzene molecule and this system using
the force field and the B2PLYP+D/cc-pVTZ method offers reasonable agreement
(B2PLYP+D/cc-pVTZ: 5.51 kcal/mol; FF-Buck: 4.36 kcal/mol), which validates
the quality of the force field Buck.

8.3 Summary

In conclusion, the quantum mechanical benchmark calculations on the finite model
systems expose different aspects of the host-guest system. The aromatic guest
molecule interacts more strongly with the vertex of the MOF-5 framework (about
10 kcal/mo) compared to other molecules like hydrogen, where the binding energies
is in the range of 1 - 2 kcal/mol [38]. Although the physisorption process is stronger,
similar theoretical methods are needed, which include dispersion effects, to describe
the interaction accurately. The B2PLYP+D method emerges as an accurate and
robust tool for the investigation of these non-bonding phenomena in MOF based
host-guest systems. In addition, the analysis points out the importance of appropri-
ate model systems, since the calculated binding energies depend on the truncation
of the periodic matrix. To include all aspects, which are important for the binding
of the benzene molecule to the vertex of the network, the phenylene rings of the
organic linkers have to be taken into account. By comparing the quantum mechan-
ical data with force fields, used to study the benzene@MOF − 5 system, reveals
that currently only the (previously) derived force field based on MM3 is able to
describe accurately the interaction of the benzene molecule and the MOF-5 vertex.
The other force fields either deviate significantly in this point or offer artificial be-
haviours at short distances. In addition the force field with a Buckingham potential
is able to reproduce the measured self-diffusivity of benzene in MOF-5. The ability
to describe both length scales encourage further investigations based on this force
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field.



Chapter 9

Soft-Modifications

Due to their construction, porous coordination polymers offer the possibility to
obtain new networks systematically. The secondary building units, which build
up the structure, have well-defined geometrical shapes and due to their functional
groups their linking is directed. Thus, various networks can be achieved, which have
either different topologies or vary in their pore features. The latter is of particular
interest, since the selective tuning of a network offers the possibility to develop
materials with desired functionality. To use this unique property of these materials,
systematic investigations are needed in order to understand the influence of pore
modifications on the host-guest interaction.

Starting from one MOF, different kinds of framework modifications are possible.
On the one hand the local chemical environment can be changed. Examples are
the variation of the metal center in the SBUs or the introduction of active groups
like replacing a hydrogen atoms of an aromatic ring by an amine-group. On the
other hand the matrix can modified by changing the metric of the pore system or by
decorating a SBU (e.g. exchange of 1,4-benzene dicarboxylate by 2,6-naphthalene
dicarboxylate). In the latter case the chemical nature of the MOF is (to some
extent) maintained. To point out the differences of the two classes of variations
in the parent MOF structure, the concept of hard- and soft- modifications is
introduced. Changing the molecular structure of the framework significantly like in
the case of metal exchange, is referred to as hard-modifications. In contrast to this
the second type of modifications will be called soft (Fig. 9.1). Hard-modifications
are known to have large impacts on the adsorption properties of MOFs. Thus a
number of studies deal with this kind of pore tuning especially with respect to
hydrogen storage [38] and selective adsorption of carbon dioxide. In contrast, few
investigations are known, analyzing the influence of soft-modifications on host-
guest systems. The reason for this is probably, due to the assumption that these
variations of the framework, which do not affect the chemical properties, would

144
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have less impact on the properties of the materials. To evaluate this hypothesis,
this chapter focuses on how and to what extent soft-modifications can influence
properties (e.g. mobility) of guest molecules within the matrix.

Figure 9.1: Some Examples of soft-modifications of Metal-Organic Frameworks

One class of porous coordination polymers, which includes derivatives of MOF-
5 (IRMOF-1), is, as mentioned before, commonly entitled with the umbrella term
isoreticular MOFs (IRMOF) [174]. Since they cover a wide range of possible soft-
modifications, the examination of some representatives of these IRMOFs as host
matrix is reasonable in terms of the intended study. Encouraged by the performance
in terms of the description of both structural as well as dynamic properties of the
MOF-5 system [98, 205] and its derivatives (Chapter 6), the previously ab-initio
parametrized force field [98] was employed to enable an accurate description of the
framework structure. The presented results, regarding the non-covalent interaction
between benzene and the MOF-5 vertex, also reveal the power of the classical model
to represent precisely all aspects of host-guest systems, based on the IRMOF family.
Therefore, the host matrices, which are obtained by soft-modification of MOF-5, are
loaded with benzene molecules and investigated by molecular dynamic simulations
to evaluate the influence of various soft-modifications

9.1 Elongation of the linker

By replacing the terephthalic acid in IRMOF-1 with its biphenyl or triphenyl
derivative, the matrices of IRMOF-10 and -16 are constructed. The cell dimension
increases by 8.6 Å and 17.2 Å and simultaneously the pore opening scales by a factor
of 1.35 and 1.86 going from IRMOF-1 to IRMOF-10 or IRMOF-16, respectively. A
naive interpretation of the change in the metric would be that the mobility of a
guest molecule within the pores should rise, since the hinderance by the framework
would decrease. Further, due to the lower density of the guest molecules (same
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number of molecules in a bigger cell) the collision with each other should be less
and thus the mean free path longer. Both conclusions argue for an increase of the
self-diffusion coefficient, which can be calculated according to Einstein�s equation
(Eq. 3.18) by analyzing the mean square displacements (MSDs) of the particles
along the time. Although both the pore opening and the pore size of the MOFs
exceed the size of the benzene molecule (distance between opposite hydrogen atoms
is about 5 Å), the non-bonded interactions of the guest molecules with the matrix
have to be taken into account. The strength of the host-guest interaction, however,
vary within the pores, due to the structure of the framework.

The specific embedding of the inorganic cluster within the IRMOFs creates two
types of cells [224] 1. In the vertices of the so-called A-cell the faces of the Zn4O-
tetrahedrons point into the pores, whereas the apex of them surround the B-cell.
Further the relative orientation of the linkers differs. In the A-cell the planes of the
aromatic linkers point into the center in contrast to the B-Cells where the edge face
inwards.

9.1.1 Structure and mobility of the benzene molecules within
the pores

The attractive interaction of the benzene molecules with the Zn4O clusters in
the A-cells initiates a well-ordered arrangement (Fig. 9.2). In previous experimental
and theoretical works the preference of these adsorptions sites in IRMOF-1 was
shown for other guest species [237, 240, 248]. The B-cell does not have this type of
pocket and is significantly less preferred at a loading of 10 molecules per unit cell.
Hence, the alternating arrangement of the two types of cells induce the formation
of a checkerboard pattern for the adsorption of guest molecules. The elongation of
the linkers does not change the chemical environment of the matrix, so that the
primary adsorption pattern is unaltered for the IRMOF-10 and 16 (Fig. 9.2).

1Note, that in this investigation the isoreticular isomer of the IRMOFs is considered, which has
the lowest potential energy (see also Chapter 6) and is observed experimentally.
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(a) IRMOF-1 (b) IRMOF-10 (c) IRMOF-16

Figure 9.2: Probability distribution of the center of mass of benzene molecules at
300K within (a) IRMOF-1, (b) IRMOF-10 and (c) IRMOF-16 at a loading of 10
benzene molecules per unit cell and the same iso-value for the probability surfaces
(red).

In addition the mobility of the guest molecules within the pores is influenced
by the attractive host-guest interaction. Interestingly, the self-diffusion coefficient
of benzene within the pores (Tab. 9.1) is in the range of liquid benzene (2 − 3 ·
10−9m2/s [236]), although the density of benzene molecules within the pores of
IRMOF-1, for instance, is at a loading of 10 bz/uc below 10% of liquid benzene
(ρ = 0.8765g/ml [249]). Comparing the mobility of benzene in the presence and
absence of the framework shows that the self-diffusion coefficient of the free benzene
molecule is orders of magnitude higher 2. This indicates the strong influence of the
host on the diffusion of the adsorbate and promotes the idea of using MOFs as
solid solvents. This is reasonable, since the density of the benzene molecules in the
framework is comparable with the gas phase, the mobility with the liquid state and
the structure does not correlate with any pure phase of benzene. Consequently the
framework shapes the relative orientation and the proximity of the guest molecules.
In this regard, it should be pointed out that the center of mass (COM) of the phenyl
rings in IRMOF-1 are almost in the same distance to the center of the α-sides (5.5
Å) as the COM-COM distance in liquid benzene (ca. 5.5 Å [250], ca. 5.4 Å [251],
ca. 5.2 Å [252] for the first shell).

2Self-diffusion coefficient of Benzene calculated from a simulation of benzene molecules in
a simulation box with the same size as IRMOF-1 (Dself = 50 · 10−9m2/s) and IRMOF-10
(Dself = 500 · 10−9m2/s )
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Table 9.1: Self-Diffusion coefficient Dself of benzene in three IRMOFs at different
temperatures and a loading of 10 benzene per unit cell.

Dself

�
10−9m2/s

�

temperature 200 300 400

IRMOF-1 0.14± 0.06 2.00± 0.39 7.21± 1.64
IRMOF-10 0.06± 0.06 3.47± 0.84 16.95± 2.26
IRMOF-16 0.03± 0.02 2.56± 0.96 21.19± 2.46

Suprisingly, the elongation of the linkers influences the self-diffusion coefficient
of benzene molecules at 300K only marginal (Tab. 9.1). The mobility of the
guest molecules in IRMOF-16, which has the largest pores of three investigated
system, is with Dself = 2.55 ± 0.96 · 10−9m2/s almost in the same range as in
the IRMOF-1 matrix (Dself = 2.00 ± 0.39 · 10−9m2/s), especially if the error
bars are regarded. In the case of IRMOF-10 a slightly increase of the diffusivity is
observed (Dself = 3.47±0.86·10−9m2/s). As mentioned before, just for the loaded
IRMOF-1 system, the benzene self-diffusion coefficient (Dself = 2.00 · 10−9m2/s
3) is measured [247], which is in good agreement with the calculated value from
the simulation.

To understand the host-guest interaction in more detail, the free energy topology
of the guest molecules within the frameworks is analyzed. Therefore the spatial
probability density q(r) for the finding of the center of mass of a benzene molecule
at the point r is used to calculate a relative spatial free energy map by

∆G(r) = −RT ln [q(r)],

with the global minimum (highest q(r)) taken as the zero of the free energy (with
the gas constant R and the temperature T ) [253]. The analysis of the obtained
∆G-topologies reveals that the adsorption pattern deviate as a function of the iso-
value (Fig.9.3-9.5), indicating a different hierachy for the binding sites within the
three matrices.

3This value was obtained for the fastest measured component.
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(a) ∆G = 5kJ/mol (b) ∆G = 10kJ/mol (c) ∆G = 12kJ/mol

Figure 9.3: Free energy map of the benzene molecules in IRMOF-1 at a loading of
10bz/uc. Schown are the isosurfaces for the denoted ∆G-values.

(a) ∆G = 5kJ/mol (b) ∆G = 12kJ/mol (c) ∆G = 13kJ/mol

Figure 9.4: Free energy map of the benzene molecules in IRMOF-10 at a loading
of 10bz/uc. Schown are the isosurfaces for the denoted ∆G-values.

(a) ∆G = 5kJ/mol (b) ∆G = 13kJ/mol (c) ∆G = 16kJ/mol

Figure 9.5: Free energy map of the benzene molecules in IRMOF-16 at a loading
of 10bz/uc. Schown are the isosurfaces for the denoted ∆G-values.

The corners of the A-cells are the primary binding sites in all cases (α-site).
For the IRMOF-1 system, additional adsorption takes place almost exclusively in
the A-cell. In contrast to this, the β-sites, which are in the corners of the B-
cell, are energetically more preferred with increasing linker size. The change in the
metric of the framework causes that, for instance, guest molecules located at the
pore windows are less stabilzed. The phenylene groups located at a pore opening
in IRMOF-1 are in an energetically favorable distance in terms of the host-guest
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interaction, since all aromatic groups can interact simultanously with the benzene
molelcule. In IRMOF-16 the pore dimension exceed the size of the guest molecule
significantly, so that the beneficial arrangment is not possible.

In this regard it should be noted, that the distance dependency of the attractive
interaction is one major challenge with respect to the efficient storage of guest
molecules within MOFs. The modification of the framework often just increases the
adsorption energy of single molecules with the inner surface, but once the preferred
sites are occupied further adsorption is less favoured. Hence, beside the tuning of the
host-guest interaction, the pore size has to be regulated to avoid volume elements,
which are energetically less preferred. To circumvent to some extend the decrease of
host-guest interaction within large pore systems, supporting molecules like fullerence
can be embedded into the pore system, which introduce further adsorption sites
[47, 254]. By this approach the adsorption process is promoted. However, by this
approach both the gravimetric uptake and the storage capacity decrease, since some
of the pore volume are blocked by the supporting molecules.

9.1.2 Benzene diffusion mechanism

The investigation of the free energy maps offer in addition to the thermodynamic
properties (like adsorption sites) an insight into the diffusion mechanism of the guest
molecules. In order to clarify the development of the self-diffusivity with respect to
the linker size, the probability densities for the lower half of the unit cells (two A-
and two B-cells) were integrated up along the z-coordinate, and the 2D free energy
maps in the xy-plane were calculated using the same formalism as before. These
contour plots are shown in Fig. 9.6 with isoline separations of 1 kJ/mol. Note,
that these 2D maps are not slices of the 3D maps (Fig. 9.3-9.5). Because of the
z-integration, each of the minima in the A-cell corresponds to two spatial sites seen
in Fig. 9.2. Thus, the ∆G(x, y) value in this graph gives the free energy with
respect to the α-site global minima for a guest molecule with its COM constrained
to this particular x- and y-coordinate, sampling all other 3N−2 degrees of freedom.
In addition, to simplify the comparison of the different networks the cell sizes were
normalized.
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(a) IRMOF-1 (b) IRMOF-10 (c) IRMOF-16

Figure 9.6: Contour plots of the free energy landscapes with isoline separations of
1 kJ/mol.

In agreement to previous results, the countour plots illustrate, that the IRMOF
frameworks own two kind of cells, which are arranged in an alternating fashion and
differ, due to the host-guest interaction, in the degree of accumulation of the guest
molecules. Based on this, the long-rang motion of the benzene molecules within
the framework can be described in terms of an intra- or intercell process with the
focus on the energetically preferred A-cell.

Considering the IRMOF-1 system, the free energy map reveals that the intracell
diffusion has a free energy barrier of around 6kJ/mol. The measured value for
a rearrangement of benzene in IRMOF-1 of 6.14kJ/mol [225] can be assigned to
this intracell process. However, the long-range mobility of the guest molecules in
IRMOF-1 is dominated, due to a higher free energy barrier, by the intercell motion,
in which the guest molecules have to cross the pore opening and diffusion through
the B-cell [224, 236]. The elongation of the linkers changes the topology of the
free energy maps to some degree. The intercell process, which is primarily a motion
around the corner of the cubic framework, is almost not affected if the linker is
elongated. The free energy barrier for the intracell transition is increased compared
to the IRMOF-1 system.

Despite the differences in the contour plots the overall diffusion mechanism is in
all cases dominated by transitions between α-sites. Since the topology of the free
energy surface correlates with thre residence time of a benzene molecule, it can be
assumed, that the guest molecules are located mainly in these pockets and that the
transition occurs on a fast time scale. Based on this, the diffusion of the benzene
molecules within the matrix will be described by a hopping model. The expression
for the self-diffusion coefficient is in this case given by

Dself = λ2 · keff ,

where λ is the average step length of a benzene molecule and keff the cor-
responding effective rate constant. Corresponding to the previous classification,
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two jumps can be distinguished. One is the intracell hopping and the other is the
jump between α-sites in different A-cells (intercell). In this regard, the effective
rate constant for the diffusion process can be subdivided into two elemetary steps,
which should occur sequentially for the long-range diffusion with the rate constants
kintra and kinter for the two hopping steps, respectively. Both depend according
to the transition state theory (TST) on the free energy topology. Therefore to
study the change of the free energy barriers more quantitative the two-dimensional
probabilty density q(x, y) was further integrated along one axes and convert into an
one-dimensional free energy plot (Fig. 9.7). At about the half of the cell length a
barrier can be localized in the ∆G-plots, representing the transition from the A-cell
to the B-cell. Since the free energy differences within the B-cell are less significant,
the height of this free energy barrier can be assumed to be dominant for the intracell
hopping. In agreement with the previous results, the plots show that the transition
from one A-cell to an other is not affected by the elongation, since in all frame-
works the motion is hindered by the same degree (∆Ginter ≈ 11.0kJ/mol; Tab.
9.2). For the intracell motion of the benzene molecules the plots offer a free energy
barrier (∆Gintra) at the middle of the A-cell, which has a strong dependency on
the linker length (Tab. 9.2). In IRMOF-1 ∆Gintra is about the half of the value of
∆Ginter, which points out that the diffusion limiting step is the transition between
different A-cells. Going to the system with the biphenyl-linkers the ratio between
the two barriers is almost one. For the case of IRMOF-16 ∆Gintra is by about
2kJ/mol higher compared to the ∆Ginter, so that the intracell hopping gets the
rate determining process.
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Figure 9.7: Free Energy curve along the diffusion path of a benzene molecule along
the axis connecting an A-cell and a B-cell as illustration in the insert using the
example of IRMOF-1. In order to simplify the comparison of the different networks
the cell dimensions were normalized.

Table 9.2: Activation energy EA of the diffusion process of benzene and the free
energy barriers at 300K for the intracell (∆Gintra) and intercell (∆Ginter) hopping
process in the three IRMOFs at a loading of 10 benzene per unit cell.

EA [kJ/mol] ∆Gintra [kJ/mol] ∆Ginter [kJ/mol]

IRMOF-1 55.35 5.92± 0.73 11.04± 0.61
IRMOF-10 78.99 10.03± 0.56 10.93± 0.79
IRMOF-16 93.35 13.46± 1.26 11.31± 1.41

The results from the investigations of the free energy data may seem to be
contrary to the development of the self-diffusion coefficient, since a decrease of the
mobility would be expected in case of IRMOF-16 due to the increase of the free
energy barrier. But the conflict can be solved if the step length λ is taken into
consideration. By elongating the linkers, the effective hopping rate keff decreases
but at the same time λ increases due to the metric of the system. Thus in this
particular case of the IRMOFs both factors probably compensate each other upon
elongation of the linker, causing that the self-diffusion coefficient does not change
significantly.

At elevated temperature the effect of the modified metric on the mobility be-
comes apparent (Tab 9.2). The self-diffusivity of benzene in IRMOF-16 rises by
about an order of magnitude if the temperate is increased by 100K. For the case
of IRMOF-1 the change is less distinct, just by a factor of 3.5 the mobility alters
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going from 300K to 400K. Although the diffusion of the benzene molecules within
all considered systems is an activated process, the temperature dependency is dif-
ferent for the three matrices. This is reflected by the activation energy EA (Tab.
9.2), which is obtained by an Arrhenius plot of Dself . In accordance with the study
of the free energy topology, the development of EA with subject to the linker size
points out that a higher kinetic energy is needed to initiate the diffusion process at
elongated linkers. But once enough energy is available for the hopping between the
α-sites (at elevated temperature), the larger step length λ in IRMOF-16 causes a
significant difference of Dself in IRMOF-16 compared to IRMOF-1 (Tab. 9.1).

9.1.3 Monte-Carlo Hopping Model

In order to elaborate the hopping model, which was used so far qualitatively to
analyze the diffusion of benzene within the IRMOFs, the TST formalism is used to
obtain the rate constants k for the the intra- and intercell hopping process by

k =
�

kBT

2πm
exp{∆G(q∗)}´ q∗
dq exp{∆G(q)}

,

where kB is the Boltzmann constant, m the mass of one benzene molecule,
q the position and T the temperature. The asterisk marks the transition state of
the corresponding process. The free energy barriers from the one-dimensional ∆G-
plot (Tab. 9.1) are employed for the calculations. A first inspection of the rate
constants, which are summarized in Tab. 9.3, reveals that in the case of IRMOF-1
the intracell motion is more than one order of magnitude faster compared to the
intercell process, whereas in the IRMOF-16 matrix, kinter is by a factor of 2 higher
compared to kintra.

Table 9.3: Calculated rate constants for the intracell (kintra) and intercell (kinter)
hopping process of one benzene molecule in the three IRMOFs at a loading of 10
benzene per unit cell and a temperature of 300K.

kintra [1/s] kinter [1/s]

IRMOF-1 4.82 · 1010 3.10 · 109
IRMOF-10 4.60 · 109 1.60 · 109
IRMOF-16 2.48 · 109 6.16 · 109

For the long-range diffusion of the benzene molecule within all frameworks both
intra- and intercell hoppings have to occur, as mentioned before, sequentially. How-
ever, due to the arrangement of the adsorption sites, the step length describing this
continuous process is not well defined. In contrast to this, the spatial evaluation
of a benzene molecule leaving an α-pocket is known for a limited time scale. The
host-guest interaction induces the transition to one of the adjacent primary binding
site. Thus the number of possible pathways for a benzene molecule to escape from
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one α-sites is limited in space (Fig. 9.8). If the benzene molecule performs one
of these transitions it arrives in an environment, where the same steps are possible
again. Consequently, the diffusion process can be describe in terms of this hopping
events, which are repeated continuously.

Figure 9.8: Different hopping event possible starting from α-site (green: intracell
and orange:intercell transitions).

In this regard the rate constants kinter and kintra can be used to calculate the
residence time for a benzene molecule in an α-site by4

tα = 1
3·kinter+3·kintra

.

After a time tα the molecule escapes the binding pocket and either an intra- or
intercell hopping event takes place (Tab. 9.4). Using the ratio between kinter and
kintra the probability for each step type can be written as

pinter = kinter
kinter+kintra

,

pintra = kintra
kinter+kintra

.

Note that three different intracell steps are possible, whereas the transitions
occur along one spatial direction (Fig. 9.8), respectively. Due to the isotropic
nature of the network, the probability that a benzene molecule makes a motion in
a direction i (=x,y,z axis) is given by

pi
intra

= 1
3 · pinter.

The step length λintra in this case is simply the intracell distance between
adjacent α-sites (Tab. 9.4).

4To consider the number of transition states present for the intra- and intercell steps, respec-
tively, the prefactor three is used.
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Table 9.4: Calculated rate constants for the intracell (kintra) and intercell (kinter)
hopping process of one benzene molecule in the three IRMOFs at a loading of 10
benzene per unit cell and a temperature of 300K.

tα[ps] λintra[Å] λinter[Å] Dself

�
10−9m2/s

�

IRMOF-1 6.5 6.5 6.5 5.90±1.81
IRMOF-10 53.7 10.8 6.5 2.86±0.73
IRMOF-16 38.6 14.9 6.4 4.63± 1.74

In contrast to this, an intercell hopping event always includes a motion into two
directions in space (Fig. 9.9). The vector describing this process can be divided into
two steps, which take place sequentially and along different spatial direction (Fig.
9.9). However, according to the structural properties of the network, a correlation
between these partial steps exists. For instance, if a benzene molecule escapes the
A-cell in x-direction, it has to perform a motion into the y- or z- direction to enter
an A-cell again. Thus the probability for each of these six possible intercell steps is

pi,j
inter

= 1
3 · 1

2 · pinter = 1
6 · pinter,

where i gives the direction for the first partial move and j for the second. The
step length λinter is in this case divided into the fractions along each spatial direction
and can be obtained from the ∆G contour plots (Fig. 9.6;Tab. 9.4).

Figure 9.9: Schematic representation of the two hopping events in the IRMOF
matrices. The intracell motions are illustrated by a green arrows, respectively. The
intercell step is depicted in orange. The close-up (red dotted circle) describes the
vector decompositon of the effective intercell transition according to the cell vectors.

The basic ideas of the derived hopping model is summarized in Figure 9.10.
Based on this a Monte Carlo (MC) simulation is performed, which allows to calculate
the trajectory of a single benzene molecule depending on the number of steps. Since
the time for each step is given by tα, the self-diffusion constant can be derived,
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taking into account the mean square displacements of the molecule (from the MC
simulation) and employing the Einstein-equation (Eq. 3.18).

Figure 9.10: Hopping model, describing the diffusion process of a benzene molecule
in the IRMOFs.

The self-diffusion constants obtained from the MD-simulations and the ones cal-
culated based on the hopping model are in good agreement (Tab. 9.4). The small
deviations are due to the approximations done within the latter5. In agreement
with previous results, the data from the MC simulations show that the self-diffusion
constant does not change significantly with increasing the linker length. To eval-
uate the hypothesis, that the decrease of the rate constant and the change of the
linker size compensate each other in the IRMOF series, so that the self-diffusivity
is unchanged, a fictitious system is considered. The system owns the free energy
topology of the IRMOF-1 system, but the metric of IRMOF-10. In this case the
self-diffusion coefficient rises to 1.1 · 10−8m2/s. In contrast to this, the diffusion of
benzene in a matrix with the free energy topology of IRMOF-16 and the metric of
IRMOF-1 is significantly slower 1.7 ·10−9m2/s. The results indicate the importance
of both host-guest interaction, as well as metric for the guest molecule mobility.

Control of chemical reactions by diffusion

It should be keep in mind that the macroscopic observable Dself does not
5For example, just one benzene molecule is considered in the model. However, guest-guest

interaction will influence the mobility. This is probably the reason for the higher Dself value in
IRMOF-1. The effects of guest-guest interaction will be discussed later in more detail.
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reflect the elementary phenomena rather gives an effective picture of the mobility.
The detailed study of the diffusion mechanism, as presented, reveals an important
phenomena of the systematically soft-modification of the host-guest systems. The
elongation of the linkers can be used to separate adsorption sites by introducing
a diffusion barrier. Thus the interaction between molecules adsorbed on the inner
surface of the MOF is decreased. This feature can be used to control chemical
reaction within the framework (Fig. 9.11).

Figure 9.11: Control of reactions by varying the linker length. If the linker separating
two sites is “small” the the adsorbed particle can interact with each other and
rearrange. Consequently different reactions may occur. If the linker size is enlarged
a diffusion barrier inhibit the mobility and the reaction is restricted to the catatlytic
center as shown in I.

If the adsorption site is catalytically active such as an unsaturated metal cen-
ter, the adsorbed molecules can undergo chemical reactions. In the case of small
linkers between these reactive centers the adsorbed molecules can rearrange be-
tween different sites, which can cause undesirable side-reaction like dimerisation.
Using large enough spacers the reactions at different centers can be decoupled from
each other by diffusion barriers, which should increase the selectivity for a particular
reaction. Since the tuning of the metric is in pinciple possible for porous coor-
dination polymers, the presented results indicate the importance of these kind of
soft-modifications with respect to MOF-based catalysis. However, the length of the
linkers has to be tuned based on the host-guest interaction to improve rationally
the performance for a particular system.
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9.1.4 Influence of higher loadings on the host-guest interac-
tion

The MOF has in the presented concept of diffusion controlled reactions two
functions. Beside the catalytic property, the matrix controls due to its topology and
metric the chronological and spatial arrangement of the reactive species. But the
latter is just valied if the host-guest interaction is dominant and allows to guide the
mobility of the adsorbates. Table 9.5 shows the diffusion coefficient of benzene in
the IRMOFs at a loading of 32 molecules per unit cell. The increase of the guest
molecule density within the pores promotes the mobility of benzene molecules. This
can be explained by the development of the free energy topologies. In all cases
the guest-guest interactions causes that the transition between the α-sites occur at
lower free energy values (Fig. 9.12-9.13), which is in line with the decreas of the
activation energy (IRMOF-1: 39.58 kJ/mol; IRMOF-10: 41.88kJ/mol; IRMOF-16:
56.40kJ/mol).

Table 9.5: Self-Diffusion coefficient Dself of benzene in three IRMOFs at different
temperatures and a loading of 32 benzene per unit cell.

Dself

�
10−9m2/s

�

temperature 200 300 400

IRMOF-1 0.44± 0.12 2.67± 0.37 7.65± 1.00
IRMOF-10 0.87± 0.23 6.62± 0.71 17.68± 1.64
IRMOF-16 0.40± 0.14 5.91± 0.55 22.84± 3.32

(a) 3 (b) 5 (c) 8

Figure 9.12: Free energy map of the benzene molecules in IRMOF-1 at a loading
of 32bz/uc. Schown are the isosurfaces for the denoted ∆G-values.
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(a) 3 (b) 10 (c) 12

Figure 9.13: Free energy map of the benzene molecules in IRMOF-16 at a loading
of 32bz/uc. Schown are the isosurfaces for the denoted ∆G-values.

A closer look at the free energy topology exhibits a differences between the
three frameworks, which was already indicated at lower loading, but is more severe
at higher loading. In the case of IRMOF-1 the metric of the framework favors in
addition to the eight α-sites the development of a free energy minimium in the
middlle of the A-cell and pockets in the faces of the A-cell (Fig. 9.12). Note, that
the benzene molecule located at the center of the A-cell is stabilized by other guest
molecules adsorbed in the α-site. This is not the case in the larger pore system.
Here, the guest-guest interaction favors the accumulation in the corners of the A-cell
(Fig. 9.14).

Figure 9.14: Accumulation of guest molecules in the α-site of IRMOF-10 and 16.

The interaction between the guest molecules decreases the barrier for the dif-
fusion processes, consequently the mobility should increase. The increase of the
diffusivity is in the IRMOF-10 and 16 pronounced (Tab. 9.5). Although the free
energy topology of the guest molecules within the IRMOF-1 matrix is also leveled at
higher loading, the mobility increases less significant. Within the scope of a hopping
model, this can be explaind by the fact, that with higher loading the probability that
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nearby adsorption sites are blocked is raised. Therefore not every jump attempt is
successfull. Since the density of the benzene molecules in the elongated IRMOFs is
less compared to IRMOF-1 this effect is not observed for these systems.

9.2 Isoreticular Isomers

Isoreticular Isomerism is one kind of soft-modification. The low-symmetry of the
SBU and its rigid embedding within the matrix is used in this case to contruct differ-
ent isomeric forms of the same network topology (Fig. 9.15). This kind of variation
of the framework does not modify the chemical nature rather the local structural
environment within the MOF. In Chapter 6 isoreticular isomers were studied in terms
of their structural and eneregetical properties. Here, the influence on the host-guest
system is investigated. In this regard, simulations are performed for the benzene
loaded regular and twisted isomer of IRMOF-1.

Figure 9.15: Representation of the regular and twisted isomer of IRMOF-1.

9.2.1 Structure and mobility of benzene in regulra and twisted
IRMOF-1

The primary adsorption sites remain above the faces of the Zn4O-clusters (α-site)
going from the regular to the twisted framework, since the chemical character of the
framework is not affected by different orientation of the inorganic SBU. Nevertheless,
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reveals the inspection of the spatial probability distribution of the center of mass
of the benzene molecules within the two frameworks, a significant change of the
known adsorption pattern of the IRMOF-1 by the soft-modification (Fig. 9.16).
This can be explained by the structural features of the two isomers. The alternating
arrangement of the tetrahedron within the regular IRMOF-1 framework force, as
already mentionend before, the presence of two different cells. In the twisted MOF,
this is not the case. The inorganic SBUs within the matrix are related just by a
translational vector, which leads to the vanish of the two unequal cells. The only
type of cell present in the twisted IRMOF-1 has four corners covered by the faces of
the Zn4O-tetrahedron and in the remaining corners the apex of the cluster points
into the center of the cell. This change of the local structure is also reflected by
the adsorption pattern of the benzene molecules (Fig. 9.16). In contrast to the
regular framework, all cells are equally occupied in the twisted IRMOF-1 and the
adsorption sites are no longer arranged in a cubic fashion rather form a tetrahedron
within one pore.

(a) (b)

Figure 9.16: Prabability distribution of the benzene molecules in (a) regular and (b)
twisted IRMOF-1.

The transposition of the α-sites influences, beside the adsorption pattern of
the guest molecules, their mobility. Fig. 9.17 shows the diffusion path of a single
benzene molecule in the two frameworks. For the regular IRMOF-1 the presence
of the A-cells, each with eight primary adsorption pockets, is evident along the
trajectory. The retention time of a molecule within one site is larger compared to
the transition between different sites. In comparison to this, the path of a benzene
molecule within the twisted framework does not show well ordered sites, although the
pockets over the Zn4O-tetrahedron are maintained. The benzene molecule covers
in this case a large distance in the same time compared to the regular IRMOF-1.
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(a) (b)

Figure 9.17: Diffusion path of a single benzene molecule within the (a) regular and
(b) twisted IRMOF-1 a T=300K and a trajectory length of 2.5 ns, respectively.
Note, that the blue squares represent one unit cell and have almost the same size
for the two frameworks. The view is along one cell vector.

Considering the self-diffusivity, as a global obervable for the mobility of the
guest molecules, reveals that Dself increases by a factor of 5 going from the regular
to the twisted MOF at 300K and a loading of 10bz/uc (Tab. 9.6). The higher
mobility of the guest molecules in the pcu framework becomes also apparent by the
comparison of the self-diffusivity at different temperatures. The benzene molecules
have at 200K in the twisted MOF the same mobility as the guest species in the
regular framework at elevated temperature (T=300K) (Tab. 9.6). In agreement to
this, the activation energy for the diffusion process in the pcu-b topology is about
20 kJ/mol higher compared to the value for the isomeric sytem (Tab. 9.6).

Table 9.6: Self-Diffusion coefficient Dself

�
10−9m2/s

�
of benzene in two isoreticular

isomers of IRMOF-1 at different temperatures (values in brackets) and a loading of
10bz/uc. Further the corresponding activation energies for the diffusivity are given.

Dself (200K) Dself (300K) Dself (400K) EA [kJ/mol]

regular 0.14± 0.04 2.00± 0.39 7.21± 1.64 55.37
twisted 2.06± 0.71 10.04± 1.73 20.47± 4.55 32.14

To get an insight into the diffusion mechanism of the twisted framework, the
spatial probability distribution of the center of mass (COM) of the guest molecules is
converted into a three dimensional free energy map of the benzene molecules within
the framework (Fig. 9.18). In comparison to the regular IRMOF-1 (Fig. 9.3), the
free energy landscape of the guest molecules is smoother (Fig. 9.18). The analysis
of the free energy topology alludes that the diffusion mechanism is different for the
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two isoreticular isomers. The intracell diffusion of the guest molecules, within the
regular framework is governed by an translation along an organic linker, which forms
the edges of the cubic pores. Due to the tetrahedral arrangement of the α-sites in
the twisted IRMOF-1, the benzene molecules have to go over the faces of the cubic
pores to reach adjacent binding pocktes.

(a) ∆G = 2kJ/mol (b) ∆G = 2.5kJ/mol (c) ∆G = 3kJ/mol

Figure 9.18: Free energy map of the benzene molecules in twisted IRMOF-1 at a
loading of 10bz/uc. Schown are the isosurfaces for the denoted ∆G-values.

By integrating the probabilty density of the COM along one axis a contour plot of
the free energy map can be calculated, which allows a more quantitative study of the
diffusion mechansim.6 As dicussed previously, the intercell diffusion in the regular
IRMOF-1 implies the transition through an energetically unfavaroble cell (Fig. 9.19),
so that, in agreement to the obeservation from the diffusion path of a single benzene
molecule (Fig. 9.17), the molecules remain mainly in the primary adsorption pocket
and rearrange in the first instance within one cell. The intercell transition is hindered
by a high free energy barrier. In the case of the twisted framework just one type
of cell exists, which leads to a significant change in the diffusion mechanism (Fig.
9.19). Benzene molecules leaving one α-site just have to cross diagonally the pore
opening to reach the adjacent cell, which offers again primary adsorption pockets.
This kind of ordering of the α-site causes that both diffusion steps - intra- and
intercell - have almost the same free energy barrier (∆G ≈ 3kJ/mol), due to their
similar transition states (faces of the cubic pores). Note, that this diffusion barrier
is about the quarter of the value obtained for the intercell step in the regular MOF
(∆G ≈ 11kJ/mol), which is the diffusion determining step in that system. The
low barriers present in the twisted IRMOF-1 leads to an almost free diffusion of the
molecules within the matrix, so that the retention time in a pocket is decreased and
a hopping between different sites is not observed (Fig. 9.17).

6Due to the symmetry of the two frameworks, this folding was done using the half (regular)
or quarter (twist) of each simulation box to obtain the contour plots. The expression for the
conversion of the probabilty density into the free energy is given in the previous chapter.
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(a) (b)

Figure 9.19: Diffusion mechanism in (a) regular and (b) twisted IRMOF-1

9.2.2 Defects in the network

Although the presented results point out the significant influence of isoreticular iso-
mers on the adsorption and transport properties of guest molecules, previous studies
on the IRMOFs pointed out that the energy difference between the twisted and reg-
ular IRMOF-1 is, with 17.9kcal/mol per formular unit, quite high. However, other
isoreticular isomers of IRMOF-1 are possible, which deviate energetically less from
the parent framework. For example, to imbed one SBU of the considered unit cell
in a different arrangement compared to the regular IRMOF-1 just 3.7kcal/mol is
needed (Isomer-1). Since the solvothermal synthesize of the IRMOFs occurs usually
at elevated temperature (T ≈ 90 − 100°C) this energy amount is available dur-
ing the self-assembling process of the building units. An other type of isoreticular
isomers is thinkable, in which the inorganic SBUs along one plane are arranged al-
ternating like in the regular IRMOF-1 and connectivity along the remaining axis is in
a twisted fashion (Isomer-E). The energy difference between this isoreticular isomer
and the pcu-b framework is with ∆E = 5.0kcal/mol still feasible. Nevertheless,
whether these two isomeric forms of IRMOF-1 can be obtained in a pure fashion
is questionable, but these structural motives could be present to some degree as
“defects” within the regular framework.

In order to gain insight into the influence of structural defect on the mobility of
the benzene molecules, MD simulations were performed for Isomer-1 and Isomer-E.
Both isoreticular isomers of IRMOF-1 show an increase of the mobility compared to
the regular framework (Dself (Isomer−1) = 3.84±0.94 ·10−9m

2

s
;Dself (Isomer−

E) = 5.32± 0.95 · 10−9m
2

s
). Taken the twisted framework as the system with the

highest structural deviation compared to the parent structure, one can conclude
that the change in the mobility correlates with the degree of defects.
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9.2.3 Diffusion in twisted and regular IRMOF-7

The influence of the organic linker on the energetic of isoreticular isomers was shown
in Chapter 6. For instance, decreases the energy gap between the twisted and
regular framework if instead of the terephtalic acid linker a naphthalene derivative
used (∆E[twist−regular] = 2.0kcal/mol). This decorated version of IRMOF-1 is
IRMOF-7 and, as metionend before, do experimental results allude the presence of
mixtures of different isoreticular isomers. Based on this, the observations in terms
of the mobility change in different isomers of IRMOF-1 gain in importance if the
naphthalene system is considered..

First, the influence of the naphthalene linker itself on the diffusion of benzene
is analyzed with respect to the regular IRMOF-1. The bulky organic linkers does
not have an impact on the benzene self-diffusion constant at 300K compared to the
terephthalic acid network (Tab. 9.7). However, the mobility of the guest species is
less temperature dependent (EA = 48.15kJ/mol; IRMOF-1: EA = 55.35kJ/mol).
In agreement to this, the free energy barriers for the diffusion process are smaller
(Fig. 9.20). For instance, is the intercell transition hindered only by an energy barrier
of about 8kJ/mol (IRMOF-1: 11kJ/mol), which would indicate an increase in the
mobility of the benzene molecules. Nevertheless, the self-diffusivity is (almost)
unchanged due to the interaction of the guest molecules with the bukly, aromatic
groups of the framework. The phenomena is comparable with the situation at high
loading in IRMOF-1 (Chapter 6), where the mobility of the benzene molecules is
slowed by collision events.
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Figure 9.20: Contour plots of the free energy landscapes with isoline separations of
1 kJ/mol: (a) regular and (b) twisted IRMOF-7
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Table 9.7: Self-Diffusion coefficient Dself

�
10−9m2/s

�
of benzene in two isoreticular

isomers of IRMOF-7 at different temperatures (values in brackets) and a loading of
10bz/uc.

Dself (200K) Dself (300K) Dself (400K) EA [kJ/mol]
regular 0.22± 0.12 2.25± 0.51 6.78± 1.80 48.15
twisted 0.77± 0.33 7.49± 1.49 13.08± 2.60 40.53

The mobility of the benzene molecules increase going from the regular framework
to the twisted IRMOF-7. However, compared to the parent structure the change
is distinctive. This can be explained by an analyzis of the free energy topology.
Due to the steric interaction of the guest molecules and the bulky ligands, the free
energy barriers increase slightly (about 1kJ/mol) for the IRMOF-7 system.

9.3 Conclusion

In this chapter the influence of soft-modifications on host-guest interactions was
studied using benzene as a probe molecule:

• The elongation of the linker was considered using the series: IRMOF-1, 10
and 16, which different just in the metric of the organic unit. By molecular
dynamics simulation, it could be shown that the attractive interaction between
the benzene molecules and the inner surface of the matrices induces in all cases
the same primary adsorption pattern. Further the mobility of the benzene
molecules is dominated by these host-guest interaction and not by steric strain
effects. The self-diffusivity of benzene in the IRMOFs is almost equal for all
systems and in the range of liquid benzene, which corroborates the view of
MOFs as solid solvent. Due to the symmetry of the inorganic vertices of
the cubic network, two different cell types can be distinguished, which are
arranged in a checkerboard fashion. The free energy topologies of the benzene
molecules reveal that the primary adsorption sites are in the corners of the
A-cell (α-site). The other cell (B-cell) is significanty less populated. With
increasing linker length the center and windows of the A-cell become less
favoured. However, the α-sites determine in all cases the diffusion process
within the pores, so that a hopping mechanism is used to describe the mobility
of the guest molecules. Two hopping events can be discriminated. One is an
intracell transition and one is a transition between different A-cell, which
occurs via the less preferred B-cell. Using transition state theory and by
analyzing the one dimensional free energy pathes of all systems, rate constants
could be derived for both step, respectively. Based on this, a Monte Carlo
simulation was performed, which pointed out that the diffusion within the
MOF matrix is defined by the host-guest interaction and by the distance
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between adsorption sites. This can be used to control chemical reactions,
which take place at different sites within the framework by adjusting one of
the two parameters. But at higher loading the attractive interaction between
guest molecules gains in influence and the mobility increases. This is the case
until the density of the guest species increases above a certain level. After a
while the steric interaction of guest molecules hinder the diffusion process, so
that the mobility decreases.

• For the first time, the influence of isoreticular isomerism on the interaction
between guest molecules and MOF was studied. Although the framework is
chemically unchanged, significant differences of the adsorption pattern are
observed comparing the regular and twisted IRMOF-1 system. Due to the ar-
rangement of the inorganic units, the twisted framework offers only one pore
type, which owns four primary binding sites. As a consequence the mobility
increases going from the pcu framework to the pcu-b by one order of mag-
nitude. Based on these results, other isoreticular isomers were studied, which
are energetically possible during the synthesis and can be seen as structural
defects. In these cases the mobility increases compared to the parent struc-
ture, which indicates the experimentally challenge to obtained systems with
well defined transport properties. In addition the influence of more bulky lig-
ands was analyzed. The exchange of the terephthalic acid by the naphthalene
derivative, decreases the energy difference between the regular and twisted
framework. The mobility increases in this case by a factor of 3.



Chapter 10

Conclusion

Atomistic modelling had and has a strong impact on the development of new porous
materials. In particular, for the recently developed class of metal organic frame-
works, very often experimental results are hard to interpret without resorting to
theoretical models. Simulations allow to investigate individual processes of “ideal”
systems, whereas under experimental conditions mostly integrated or global infor-
mation of “non-ideal” systems can be gathered. Elucidating elementary phenomena
is thus crucial in order to use the unique properties of MOFs in a rational way, which
would advance the application of these compounds. In this regard two fundamental
issues have to be tackled, in order to develop new functional materials based on
MOFs: “How can one obtain a designated structure and tune it on the atomistic
level? ” and “How does the molecular structure influence the host-guest interactions
in a particular case?” .

Considering the first question, MOFs allow in principle - based on their modu-
lar and hybrid assembling - to construct new structures with specific pore features.
However, the range of possible elements, coordination modes and network topologies
also poses a big challenge for the development of well definite synthesic strategies.
Due to the diversity and complexity of these porous coordination polymers, a fun-
damental classification schema of the structure is indispensable for any systematic
study. Therefore strategies like the topological approach have been developed to
describe experimentally observed system in terms of their underlying network topol-
ogy. However, further aspects have to be considered in the context of MOFs such
as the molecular nature and the framework flexibility. For this reason the reverse
topological approach was derived in this work, in which descriptors like the sym-
metry or the degrees of freedom of individual units of the matrix are used to evaluate
the relationship between different networks. Based on this approach a hierarchy of
structural complexity is derived, which allows to discriminate different structural
phenomena.

169



CHAPTER 10. CONCLUSION 170

The reverse topological approach, however, is not only an atomistic model to
understand the individual structural phenomena, but it is rather a tool to highlight
different aspect of the systems for further quantitative modelling. In this regard,
molecular mechanics methods were employed to investigate individual aspect of
different MOF structures in more detail. To treat structural issues of these soft
materials, reliable atomistic models are need, which are able to reproduce both
structural and dynamic properties. Since accurate quantum mechanical calculations
are not feasible for these large porous materials, a “bottom-up” strategy, based on
non-periodic model systems, was used throughout the work to parametrize a classical
force field. The parametrization strategy focused on accuracy in reproducing the
higher level of theory at the expense of transferability. This type of consistently first
principles derived force fields for MOFs is unique.

Since theoretical methods allow to study even not yet synthesized structures,
these kind of tools are predestined to explain experimental observations. In this re-
gard, for the first time a detailed investigation of the molecular structure of copper
paddle wheel MOFs was possible, which revealed the sterical preferences of certain
topologies depending on the organic linker. In addition, even the corresponding
interpenetrated systems were included into the study, so that a comprehensive pic-
ture of the instrinsic properties was obtained. The results enable the design of new
MOFs with desired topologies.

How important extrinsic properties like solvent molecules and concentration
might be, was shown by an analysis of the structure of another class of porous
materials - covalent organic frameworks. In one case the theoretical preferred net-
work topology does not match with the experimental finding, which indicates that
other factors than steric effects can influence the obtained structure.

Furthermore the presence of isoreticular and conformational isomerism was ana-
lyzed using the example of the IRMOF family. As a results it could be conclude that
the intramolecular interactions within the pores are important for the possibility to
generate these kind of structural phenomena. Thus, isoreticular isomers are very
likely to be present in real crystals as defects, which is an observation unnoted in
current literature, yet.

In this regard the theoretical investigations reveal that the structure of MOF
based materials can be tuned to some extent by using rationally the building block
approach, since intrinsic effects of the system favor a certain network structure.
This is definitely a partial success with respect to the initially quoted question of
Richard P. Feynman. However, it was also shown that due to the molecular and
soft nature of these compounds structural defects like isomerism is possible. In this
regard the influence of extrinsic effects like solvation have to be taken into account
in the future. Especially, since they might abolish the intrinsic preference in total
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and cause other undesirable network structure.
In addition to a more sophisticated investigation of the bulk material by con-

sidering solvent effects for example, the growth mechanism of these compounds
has to be studied. The tuning of the initial self-assembling process is pivotal for a
control of the final structure. This aspect is closely related the question of how the
conditions of the MOF surfaces are on a atomistic level. Motivated by this, the very
first calculations on MOF surfaces were performed considering the molecular nature
of these materials. The simulations allow to explain to some extent the preference
of specific growth direction and consequently the crystal morphology.

However, as mentioned before, the understanding of the relationship between
structural properties and their influence on the host-guest interaction is fundamental
with respect to the development of new functional materials, since the majority of
application fields of porous materials imply the presence of guest molecules within
the pores. Thus, the second part of the work dealt with this issue. To allow reliable
theoretical predictions the classical models were first validated based on high level
quantum mechanical calculations. Then, the influence of soft modifications was
studied in terms of adsorption and diffusion properties of guest molecules. The MD
simulations allow a deep insight into the systems and help to understand macro-
scopic quantities like the self-diffusivity. In this context it was shown that the change
of the pore metric has significant influence on the molecular level, which allows to
tune different applications like catalysis or gas storage. Furthermore, as the results
on the unloaded systems already indicated, are deviations from the ideal structure
indeed possible under real conditions. Thus, the influence of isomerism and defects
on the host-guest interaction was studied, which reveals that the quality of the
material is crucial with respect to the performance of these materials. Note, that
any other theoretical work performed up to now was contrained to experimentally
determined framework structures. Due to the ability to predict unknown or energet-
ically unfavaroble isomeric structures via the reverse topological approach, it could
for the first time be shown how large the impact of such soft modifications on for
example transport properties can be.

Despite of the success of the employed theoretical strategy to describe and
understand metal-organic frameworks on a molecular level, some aspects have to
mentioned, which need to be considered in the next steps to obtain a global picture
of these materials. Considering the structural properties both for the bulk materials
as well as the surface the effect of solvent molecules hat to be elucidated more
quantitatively. In this regard probably the extention of the classical model (e.g.
polarization effects and reactive force field) and the inclusion of entropic effects
is needed. In terms of the host-guest interactions the parameter set has to be
extended to other guest molecules. A consistent schema has to be developed for
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the parametrization of non-covalent interactions. Further the length and time scales
of the simulations have to be increase to be able to cover all phenomena such as
clustering of guest molecules.

Nevertheless the models used in this work are already well able to tackle some
important issues with respect to the initial challange by Richard P. Feynman in the
case of metal organic frameworks and might be a starting point for further investiga-
tions, in which experimental and theoretical methods are employed complementary.



Chapter 11

Appendix

A1. Technical Details

All quantum mechanical calculations in Chapter 4, 6 and 7 were done using the
gaussian03 program package [94]. The TURBOMOLE 6.1 code [93] was used in
case of the covalent organic frameworks. The program VMD [105] and molden
[255] were used for pre- and post-processing of the outputs. For the force field
calculations and the MD simulations the tinker program package [104] was used.
Further a number of python scripts were employed, which were written by myself
for the analysis of the different data.
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B1. Parameter-set: Copper paddle wheel

Table 11.1: Force field parameters for the copper paddle-wheel core and carboxylate
linker. Only parameters deviating from the original MM3 parameter set are given.

Bond stretch reference dist.
[Å]

force const.
[mdyn/Å]

Morse pot. α

[Å−1
]

Cu− Cu 2.656 0.25 -
Cu−Ocarb 1.976 1.27 2.5

Ccarb −Ocarb 1.262 9.71 -
Ccarb − Cph 1.503 4.445 -
Cph − Cph 1.38a 6.56a -
In-plane

angle bending

reference
angle, [deg]

Force constant,
[mdynÅ/rad2]

Ocarb − Cu−Ocarb (90, 180)b 0.44b

Cu−Ocarb − Ccarb 118.71 0.26
Ocarb − Ccarb −Ocarb 126.84 1.61
Ocarb − Ccarb − Cph 117.52 0.999
Cph − Cph − Ccarb 115.31 0.723

Out-of-plane

bending

(central-apex)

reference
angle
[deg]

Force constant,
[mdynÅ/rad2]

Ccarb −Ocarb 0.0 1.313
Ccarb − Cph 0.0 1.313
Cross termc

(stretch-stretch and
stretch-bend)

stretch1-
bend,

[mdyn/rad]

stretch2-bend,
[mdyn/rad]

stretch1-
stretch2,
[mdyn/Å]

Ocarb − Ccarb −Ocarb 0.479 0.479 1.461
Ocarb − Cu−Ocarb - - 0.22
Cu−Ocarb − Ccarb 0.147 0.026 0.22
Ocarb − Ccarb − Cph 0.5 0.4 0.6
Cph − Cph − Cph 0.124 0.124 1.061
Ccarb − Cph − Cph 0.353 0.092 0.293

Torsion n barrier height,
[kcal/mol]

Cu−Ocarb − Ccarb −Ocarb 2 6.62
Cph − Cph − Ccarb −Ocarb 2 1.75
Cph − Cph − Cph − Ccarb 2 5.983a

Ccarb − Cph − Cph −H 2 5.983a

Cph − Cph − Cph − Cph 2 5.983a

Cph − Cph − Cph −H 2 5.385a

H − Cph − Cph −H 2 6.881a

Van der Waals termd radius, Å well depth,
kcal/mol

bond length
reduction

factor
Cu 2.26 0.296

Ocarb 1.82 0.059
Cph 1.96 0.056
Ccarb 1.94 0.056
H 1.62 0.020 0.923

aThese values were adjusted by performing a SCF-MO calculation for the π-system.
bSpecific bending potential for square planar conformation, see text.
cThe reference distances and angles are identical to the regular bond stretch and
angle bending parameters.
dThe parameters are taken from ref. 163.
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B2. a) Parameter-set: Covalent organic frame-

works

B2. b) Validation of the force field
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Table 11.2: Force field parameters for the Tetraphenyl-methane and -silane. Only
parameters deviating from the original MM3 parameter set are given.

Bond stretch parameter
bond type reference distance

[Å]

force constant,
[mdyn/Å]

C(sp3)− C(sp2) 1.505 5.096
C(sp2)− C(sp2) 1.38a 6.56a

Si− C(sp2) 1.262 9.71

In-plane angle bending parameter
angle type reference angle

[deg]

force constant,
[mdynÅ/rad2]

C(sp2)− C(sp3)− C(sp2) 100.140 1.512
C(sp2)− Si− C(sp2) 109.980 0.571

Out-of-plane angle bending parameter
oop type: central-apex reference angle

[deg]

force constant,
[mdynÅ/rad2]

C(sp2)− C(sp1) 0.000 0.110

Combined stretch-stretch and stretch-bend cross term parameterc

apex1-central-apex2 stretch1-bend,
[mdyn/rad]

stretch1-stretch2,
[mdyn/Å]

C(sp2)− C(sp3)− C(sp2) -0.176 0.862

Torsional parameter
torsion type n barrier height,

[kcal/mol]

C(sp3)− C(sp2)− C(sp2)− C(sp2) 2 4.049a

Si− C(sp2)− C(sp2)− C(sp2) 2 4.049a

C(sp2)− C(sp2)− C(sp2)− C(sp2) 2 5.983a

C(sp3)− C(sp2)− C(sp2)−H 2 5.784a

Si− C(sp2)− C(sp2)−H 2 5.784a

C(sp2)− C(sp2)− C(sp2)−H 2 6.881a

H − C(sp2)− C(sp2)−H 2 5.385a

C(sp2)− C(sp3)− C(sp2)− C(sp2) 6 0.000
C(sp2)− Si− C(sp2)− C(sp2) 6 0.0512

aThese values were adjusted by performing a SCF-MO calculation for the π-

system.
cThe reference distances and angles are identical to the regular bond stretch and
angle bending parameters. In this case the stretch-bend parameters are equal.
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Table 11.3: Force field parameters for the fragment A. Only parameters deviating
from the original MM3 parameter set are given.

Bond stretch parameter

bond type reference distance
[Å]

force constant
[mdyn/Å|

O −B 1.400 4.940
C(sp2)−B 1.539 4.670

In-plane angle bending parameter

angle type reference angle
[deg]

Force constant,
[mdynÅ/rad2]

C(sp2)− C(sp2)−B 124.500 0.380
B −O −B 123.500 0.770

C(sp2)−B −O 118.600 0.660
O −B −O 120.000 0.950

Out-of-plane angle bending parameter

oop type: central-apex reference angle
[deg]

Force constant,
[mdynÅ/rad2]

C(sp2)−B 0.000 0.060
B − C(sp2) 0.000 1.880

B −O 0.000 0.850

Torsional parameter

torsion type n barrier height, kcal/mol

C(sp2)− C(sp2)− C(sp2)−B 2 6.040
H − C(sp2)− C(sp2)−B 2 5.390

C(sp2)−B −O −B 2 1.440
B −O −B −O 2 3.940

C(sp2)− C(sp2)−B −O 2 1.760
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Table 11.4: Additional Force field parameters for the fragment B1. Only parameters
deviating from the original MM3 parameter set are given.

Bond stretch parameter

bond type reference
distance [Å]

force constant,
[mdyn/Å]

C(sp2)− Ccenter 1.428 6.686
Ccenter − Ccenter 1.449 6.123

In-plane angle bending parameter

angle type reference
angle, [deg]

Force constant,
[mdynÅ/rad2]

Ccenter − Ccenter − Ccenter 126.816 /
121.700

0.505

Ccenter − Ccenter − C(sp2) 123.024 /
121.700

0.940

Out-of-plane angle bending parameter
oop type: central-apex reference

angle, [deg]
Force constant,
[mdynÅ/rad2]

Ccenter − C(sp2) 0.000 1.068
C(sp2)− Ccenter 0.000 0.147
Ccenter − Ccenter 0.000 0.507

Torsional parameter
torsion type n barrier height,

[kcal/mol]

Ccenter − Ccenter − Ccenter − Ccenter 1/2/3 -1.837/8.372/-0.557
Ccenter − Ccenter − Ccenter − C(sp2) 1/2/3 0.640/4.164/-1.720
Ccenter − Ccenter − C(sp2)− C(sp2) 1/2/3 -1.538/6.998/-1.894
C(sp2)− Ccenter − Ccenter − C(sp2) 1/2/3 -0.630/0.236/0.296
Ccenter − C(sp2)− C(sp2)− C(sp2) 1/2/3 1.020/5.473/-1.348
Ccenter − Ccenter − C(sp2)−H 1/2/3 0.276/4.911/0.520
Ccenter − C(sp2)− C(sp2)−H 1/2/3 2.016/5.909/1.896
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Table 11.5: Additional Force field parameters for the fragment B2. Only parameters
deviating from the original MM3 parameter set are given.

Bond stretch parameter

bond type reference distance, [Å] force constant,
[mdyn/Å]

C(sp2)−B 1.528 4.79
O −B 1.389 4.94

In-plane angle bending parameter

angle type reference angle, [deg] Force constant,
[mdynÅ/rad2]

C(sp2)−O −B 118.200 0.870
O −B −O 118.300 0.670

C(sp2)−B −O 111.400 0.950
C(sp2)− C(sp2)−B 125.600 0.330
C(sp2)− C(sp2)−O 124.800 1.010

Out-of-plane angle bending parameter

oop type: central-apex reference angle, [deg] Force constant,
[mdynÅ/rad2]

C(sp2)−B 0.000 0.050
B − C(sp2) 0.000 0.970

B −O 0.000 0.990
C(sp2)−O 0.000 0.540

Torsional parameter

torsion type n barrier height,
[kcal/mol]

C(sp2)− C(sp2)−O −B 2 0.960
C(sp2)− C(sp2)−O −B 2 3.890
C(sp2)−B −O − C(sp2) 2 1.120

O −B −O − C(sp2) 2 8.570
C(sp2)− C(sp2)− C(sp2)−O 2 0.000

C(sp2)− C(sp2)−B −O 2 1.500
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Table 11.6: Additional Force field parameters for the fragment C. Only parameters
deviating from the original MM3 parameter set are given.

Bond stretch parameter
bond type reference distance, [Å] force constant,

[mdyn/Å]
B −O 1.398 4.93

C(sp2)−B 1.535 4.32
C(sp3)− Si 1.706 2.92

Si−O 1.727 3.15
C(sp3)−H 1.165 4.60

In-plane angle bending parameter
angle type reference angle, [deg] Force constant,

[mdynÅ/rad2]

O −B −O 124.200 0.960
C(sp2)− C(sp2)−B 132.200 0.550

C(sp2)−B −O 122.200 0.580
C(sp3)− Si−O 110.200 0.680

O − Si−O 108.200 0.840
Si−O −B 137.200 0.300

Out-of-plane angle bending parameter

oop type: central-apex reference angle, [deg] Force constant,
[mdynÅ/rad2]

C(sp2)−B 0.000 0.350
B − C(sp2) 0.000 1.330

B −O 0.000 1.180

Torsional parameter

torsion type n barrier height,
[kcal/mol]

C(sp2)− C(sp2)− C(sp2)−B 2 8.850
H − C(sp2)− C(sp2)−B 2 5.400
C(sp2)− C(sp2)−B −O 2 2.140

C(sp2)−B −O − Si 2 1.870
O −B −O − Si 2 0.700

B −O − Si− C(sp3) 3 1.580
B −O − Si−O 3 0.240

Table 11.7: Van der Waals-parameters [163]

radius, Å well depth, [kcal/mol] bond length reduction
factor

C(sp3) 2.040 0.027
C(sp2) 1.960 0.056

B 2.150 0.140
Si 2.290 0.140
O 1.820 0.059
H 1.620 0.020 0.923
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Table 11.8: Point-Charges derived from the B3LYP/cc-pVDZ calculations

“general charges”
atom point-charge
C(sp2) -0.120

H 0.120

Tetraphenylmethane
atom point-charge
C(sp3) 0.000

C(sp2)[−C(sp3)] 0.000

Tetraphenylsilane
atom point-charge
Si -0.458

C(sp3)[−Si] 0.1145

Borosil-Fragment
atom point-charge
Si 0.000

Center-Fragment
atom point-charge
C 0.000

Boroxin-Fragment
atom point-charge
O -0.627
B 0.741

Borest-Fragment
atom point-charge
O -0.358
B 0.449

C[−O] 0.195
C[−B] -0.123

Table 11.9: Comparison of the force field results with the ab-initio data
(B3PLYP/cc-pVDZ) for the non-periodic Fragments

mean deviation of the geometry in %

bond angle
A 0.73 0.20
B1 1.11 0.63
B2 0.95 0.49
C 1.48 0.53
D[C] 0.88 0.28
D[Si] 0.87 0.42
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Table 11.10: Normal modes in [cm−1] below 400 cm−1 of the model system C-Bu

B3-LYP/cc-pVDZ Force Field deviation overlap mode degeneracy
14 13 -1 0.99 2
18 27 +9 0.83 1
38 28 -10 0.97 1
45 35 -10 0.84 1
32 38 +6 0.99 2
40 43 +3 0.91 2
55 57 +2 1.00 1
61 59 -2 0.97 1
65 74 +9 0.99 2
83 111 +28 0.99 1
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