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## Chapter 1

## Introduction

This chapter consists of two sections. The first section gives an overview of the field of asymptotic geometric analysis, its origin, objects of study, and methodological toolbox. Specifically, the ideas of large deviations theory and sharp large deviations theory are briefly outlined, as they motivate several of the problems tackled within this thesis. Lastly, the primary object of study of the present work, the $\ell_{p}^{n}$-ball, shall be defined and discussed with respect to its overall relevance to the field of research, and some problems with respect to it are presented. The second section provides a guideline of this thesis, outlining the contents of each chapter and putting them into their respective research contexts, that is, pointing out the underlying publications they are based on and the relevant research preceding these results.

### 1.1 General introduction

In $n$-dimensional Euclidean space there is a one-to-one correspondence between norms and symmetric convex bodies. Any given norm $\|\cdot\|$ on $\mathbb{R}^{n}$ defines a symmetric convex body in the form of its unit ball

$$
\mathbb{B}_{\|\cdot\|}:=\left\{x \in \mathbb{R}^{n}:\|x\| \leq 1\right\}
$$

and, vice versa, a symmetric convex body $K \subset \mathbb{R}^{n}$ induces a norm $\|\cdot\|_{K}$ on $\mathbb{R}^{n}$ via the Minkowski functional

$$
\begin{equation*}
\|x\|_{K}:=\inf \{r \in[0, \infty): x \in r K\}, \quad x \in \mathbb{R}^{n}, \tag{1.1}
\end{equation*}
$$

with respect to which $K$ itself is the unit ball $\mathbb{B}_{\|\cdot\|_{K}}$. We can thus see how the study of norms (or normed spaces) and symmetric convex bodies are closely related.

The study of convex bodies in high dimensions, known today as asymptotic geometric analysis, has arisen from the local theory of Banach spaces, which aimed at analyzing infinite-dimensional normed spaces via their local substructures, such as their unit balls. Although there is some debate on what exact problems and perspectives are at the core of the local theory of Banach spaces (see [96]), the characterization best befitting the connection to asymptotic geometric analysis seems to be the one of Lindenstrauss and Milman [86, p. 1151]:

The local theory of Banach spaces deals with convex bodies in $\mathbb{R}^{n}$ where $n$ is finite but large. The main theme of the theory is a quantitative study of the structure of such sets and asymptotic estimates of various parameters associated with them as $n \rightarrow \infty$. [...]

The name "local theory" is applied to two somewhat different topics:

1. The quantitative study of $n$-dimensional normed spaces as $n \rightarrow \infty$.
2. The relation of the structure of an infinite-dimensional space and its finitedimensional subspaces.

Given an infinite-dimensional Banach space, local structures like its unit ball are naturally of infinite dimension as well, and since working in infinite dimensions is inherently more difficult than working in the finite-dimensional setting, it is a fruitful approach to instead study the finite-dimensional counterparts of such structures asymptotically in the limit of the dimension. This was the motivating impulse giving rise to the field of asymptotic geometric analysis and has yielded some highly relevant results, such as solutions to Banachs' hyperplane problem by Gowers in [40] or the unconditional basic sequence problem by Gowers and Maurey in [41] (see [90] for a broader context on these results).

Despite having its origin in the realm of functional analysis, the field has since established itself in its own right, also considering problems beyond the study of centrally symmetric convex bodies that occur naturally as the unit balls of Banach spaces. High-dimensional convexity furthermore has a large number of applications, e.g., in signal processing, such as compressed sensing (see [20,34]) and sparse signal recovery (see [114, Chapter 10]), or random information and approximation theory (see, e.g., $[49,50,51,83]$ ). Since a discussion of the many applications of high-dimensional convexity is beyond the scope of this thesis, we refer to the excellent book of Vershynin [114] for a more comprehensive look into where its concepts are used in a wide variety of data-driven fields of work and study.

In high dimensions convex bodies exhibit certain regularities, such as volume concentration phenomena (see, e.g., [18, 45, 46]), which make it highly useful to approach them from a probabilistic perspective. As pointed out in [9], it might seem counterintuitive to analyze something exhibiting regularities from a probabilistic perspective, as probability concerns itself with studying the nature of irregularity, i.e., randomness, of given quantities. But as with well-known limit theorems from probability, such as the law of large numbers and the central limit theorem (CLT), with large sample sizes (and analogously - with high dimensionality) random objects exhibit interesting patterns well characterized in the language of probability and vice versa. Thus, one can view asymptotic geometric analysis as being located somewhat at the intersection between geometry, functional analysis, and probability theory.

Many results analogous to those from classic probability have been found for highdimensional convex sets, one of the most notable being the central limit theorem for convex bodies shown by Klartag [77, 78] based on the work of Anttila, Ball and Perissinaki [8]. He showed that for fixed $k \in \mathbb{N}$ the $k$-dimensional marginal distributions of isotropic convex bodies in high dimensions are approximately Gaussian.

This central limit theorem was actually shown in a much more general setting for isotropic log-concave measures on $\mathbb{R}^{n}$, and uniform distributions on convex bodies are merely a special case for such measures. However, while the expansion of results from convex bodies to log-concave measures is an interesting area of research, sometimes referred to as "Geometrization of Probability" (see [87, 89]), this thesis will only focus on convex bodies in high dimensions.

The aforementioned concentration phenomena run against our understanding of geometric objects from three-dimensional space and are, on the contrary, often beautifully counterintuitive. To illustrate this, let us give a very classic example of highdimensional concentration of mass by considering the volume of the cube $[-1,1]^{n}$ and standard unit ball $\mathbb{B}_{2}^{n}$ with respect to the Euclidean norm as the dimension tends to infinity. One can see directly that $\mathbb{B}_{2}^{n}$ is the inball of $[-1,1]^{n}$, intersecting the cube at the midpoints of all its facets. Calculating the volume of both $[-1,1]^{n}$ and $\mathbb{B}_{2}^{n}$ yields that

$$
\operatorname{vol}_{n}\left([-1,1]^{n}\right)=2^{n} \quad \text { and } \quad \operatorname{vol}_{n}\left(\mathbb{B}_{2}^{n}\right)=\frac{\pi^{n / 2}}{\Gamma\left(1+\frac{n}{2}\right)}
$$

with $\Gamma(\cdot)$ denoting the Gamma function. Thus, we can see that $\operatorname{vol}_{n}\left([-1,1]^{n}\right)$ tends to infinity in $n$, and applying Stirling's formula for the Gamma function (see (2.4)) yields
that $\operatorname{vol}_{n}\left(\mathbb{B}_{2}^{n}\right)$ behaves like $n^{-n / 2}$, that is, tends to zero in $n$. So despite $\mathbb{B}_{2}^{n}$ intersecting all facets of $[-1,1]^{n}$ at their midpoints and obviously being convex, the volume it encloses tends to zero with increasing dimension $n$, while that of the cube tends to infinity. The conclusion thus has to be that almost all of the volume of the cube is concentrated "in the corners", that is, outside of the ball. Also, in relationship to the cube, the ball tends to "disappear" in a volumetric sense. The fact that the volume, i.e., the Lebesgue measure, which should yield a homogeneous distribution of mass, exhibits such concentration phenomena in high dimensions is highly counterintuitive.

Figure 1.1 aims to illustrate how this volumetric relationship of $[-1,1]^{n}$ and $\mathbb{B}_{2}^{n}$ in high dimensions could be thought of visually, that is, the volume of $\mathbb{B}_{2}^{n}$ tending to zero, specifically in relation to $[-1,1]^{n}$, contrasted with the classic way we think of the geometric relationship of the cube and its inball.


Figure 1.1: Two-dimensional representation of the geometric (left) and the volumetric (right) relationship between $[-1,1]^{n}$ and $\mathbb{B}_{2}^{n}$ in high dimensions.

To add even more counterintuitive behaviour, Klartag showed the central limit theorem for high-dimensional isotropic convex bodies in [77, 78] by proving a so-called thin-shell concentration, i.e., that the Euclidean norm of uniform random vectors in isotropic convex bodies in high dimensions heavily concentrates in a thin shell of radius $\sqrt{n}$ (see Figure 1.2). (Note that isotropy - or "being in isotropic position" - of a convex body means that it has unit volume, its barycenter lies at the origin, and its inertia matrix is a multiple of the identity matrix). So merely thinking that volume generally concentrates around the boundary or in the "corners" of a convex body, as the previous example might suggest, would not be correct.


Figure 1.2: Volumetric representation for the concentration of mass (red) within a thin shell of radius $\sqrt{n}$ in an isotropic convex body in high dimensions.

Throughout this thesis we will primarily be analyzing the unit balls of the finitedimensional counterparts of the sequence space $\ell_{p}, p \in(0, \infty]$, where $\ell_{p}$ is defined as the space of absolutely $p$-summable sequences in $\mathbb{R}$, i.e.,

$$
\ell_{p}:=\left\{\left(x_{n}\right)_{n \in \mathbb{N}} \in \mathbb{R}^{\mathbb{N}}:\left\|\left(x_{n}\right)_{n \in \mathbb{N}}\right\|_{\ell_{p}}<\infty\right\} .
$$

with the $\ell_{p}$-norm $\left\|\left(x_{n}\right)_{n \in \mathbb{N}}\right\|_{\ell_{p}}$ defined as

$$
\left\|\left(x_{n}\right)_{n \in \mathbb{N}}\right\|_{\ell_{p}}:= \begin{cases}\left(\sum_{n=1}^{\infty}\left|x_{n}\right|^{p}\right)^{1 / p} & : p<\infty \\ \sup _{n \in \mathbb{N}}\left\{\left|x_{n}\right|\right\} & : p=\infty,\end{cases}
$$

(which for $p \in(0,1)$ is only a quasi-norm, as the triangle inequality does not hold). The corresponding unit ball with respect to the $\ell_{p}$-norm is thus

$$
\mathbb{B}_{\ell_{p}}:=\left\{\left(x_{n}\right)_{n \in \mathbb{N}} \in \mathbb{R}^{\mathbb{N}}:\left\|\left(x_{n}\right)_{n \in \mathbb{N}}\right\|_{\ell_{p}} \leq 1\right\},
$$

which is infinite-dimensional, just as $\ell_{p}$ itself. Equipped with this norm, for $p \in[1, \infty]$, $\ell_{p}$ is a Banach space and is of great interest from the perspective of functional analysis, both for its own sake and its close connection to the omnipresent $L_{p}$-space, that is, the space of absolutely $p$-integrable real-valued functions, defined as

$$
\begin{equation*}
L_{p}:=\left\{f: \mathbb{R} \rightarrow \mathbb{R}:\|f\|_{L_{p}}<\infty\right\} \tag{1.2}
\end{equation*}
$$

with the $L_{p}$-norm $\|f\|_{L_{p}}$ defined as

$$
\|f\|_{L_{p}}:= \begin{cases}\left(\int_{\mathbb{R}}|f(x)|^{p} \mathrm{~d} x\right)^{1 / p} & : p<\infty  \tag{1.3}\\ \underset{x \in \mathbb{R}}{\operatorname{ess} \sup }|f(x)| & : p=\infty\end{cases}
$$

with ess $\sup _{x \in \mathbb{R}}|f(x)|$ denoting the essential supremum. (Note, that this again only denotes a norm for $p \in[1, \infty]$ and only on the class of functions that differ on sets of positive measure.) This connection is due to the fact that $\ell_{p}$ essentially forms a discretization of $L_{p}$ by considering the counting measure instead of the Lebesgue measure. Hence, as previously explained, analyzing the finite-dimensional analogues of $\ell_{p}$ as the dimension tends to infinity is a relevant and promising line of inquiry. For $p \in(0, \infty], n \in \mathbb{N}$, and $x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$ let us define the $\ell_{p}^{n}$-norm on $\mathbb{R}^{n}$ as

$$
\|x\|_{p}:= \begin{cases}\left(\sum_{i=1}^{n}\left|x_{i}\right|^{p}\right)^{1 / p} & : p<\infty \\ \max \left\{\left|x_{1}\right|, \ldots,\left|x_{n}\right|\right\} & : p=\infty\end{cases}
$$

(again, only defining a quasi-norm for $p \in(0,1)$ ). Thus, $\mathbb{R}^{n}$ equipped with the $\ell_{p}^{n}$ -(quasi)-norm is the finite-dimensional counterpart to $\ell_{p}$. We then define

$$
\mathbb{B}_{p}^{n}:=\left\{x \in \mathbb{R}^{n}:\|x\|_{p} \leq 1\right\} \quad \text { and } \quad \mathbb{S}_{p}^{n-1}:=\left\{x \in \mathbb{R}^{n}:\|x\|_{p}=1\right\}
$$

to be the unit $\ell_{p}^{n}$-ball and unit $\ell_{p}^{n}$-sphere, respectively (sometimes simply referred to as the $p$-ball and the $p$-sphere).

Another reason why we will be considering $\mathbb{B}_{p}^{n}$ and $\mathbb{S}_{p}^{n-1}$ specifically, besides their connection to the sequence space $\ell_{p}$, is that their Minkowski functional $\|\cdot\|_{\mathbb{B}_{p}^{n}}=\|\cdot\|_{p}$ has a convenient form (see Remark 2.4.8), which allows us to construct random vectors from i.i.d. random variables that are equal in distribution to random vectors from $\mathbb{B}_{p}^{n}$ and $\mathbb{S}_{p}^{n-1}$ with a multitude of distributions. This, in turn, makes many functionals of random vectors in $\mathbb{B}_{p}^{n}$ and $\mathbb{S}_{p}^{n-1}$ accessible for calculations. This form of reconstruction of random vectors from $\mathbb{B}_{p}^{n}$ and $\mathbb{S}_{p}^{n-1}$ via i.i.d. random vectors is what we will refer to as probabilistic representation and it will be one of the main tools within this thesis and will be explained in greater detail in Section 2.4.1. So overall, we consider $\ell_{p}^{n}$-balls in high dimensions because they are both relevant and accessible.

A detailed overview of the results for $\ell_{p}^{n}$-balls contained within this thesis will be given in Section 1.2, however we shall give a rough outline of some of the quantities generally of interest when considering $\ell_{p}^{n}$-balls, focusing specifically on those quantities at the center of this work with the goal of introducing and motivating them.

The first canonical objects of study are volume distributions. As we have seen in the previous example regarding the volumes of the ball and the cube, which happen to be $\ell_{p}^{n}$-balls for $p=2$ and $p=\infty$, respectively, the volumetric behaviour of $\mathbb{B}_{p}^{n}$ is by no means equal for all values of $p$. The volume of $\ell_{p}^{n}$-balls was shown by Dirichlet in [32] to be

$$
\operatorname{vol}_{n}\left(\mathbb{B}_{p}^{n}\right)=\frac{\left(2 \Gamma\left(1+\frac{1}{p}\right)\right)^{n}}{\Gamma\left(1+\frac{n}{p}\right)} .
$$

However, we also saw in the above example how not only considering the volumes of $\mathbb{B}_{2}^{n}$ and $\mathbb{B}_{\infty}^{n}$ and their limits, but also their geometric relationship, i.e., $\mathbb{B}_{2}^{n}$ being the inball of $\mathbb{B}_{\infty}^{n}$, gave us some understanding where the mass of $\mathbb{B}_{\infty}^{n}$ is concentrated. Thus, a relevant question to ask about $\ell_{p}^{n}$-balls is regarding their volumes relative to each other, or rather, their intersection volume, as the dimension tends to infinity. (Note that insight on the volume distribution within $\ell_{p}^{n}$-balls can be gained via different approaches as well, may it be by considering the marginals of uniform distributions, showing thin-shell concentrations etc.). The intersection volume of different $\ell_{p}^{n}$-balls will be considered in Chapter 5.

Another natural quantity of interest is the projection behaviour of $\ell_{p}^{n}$-balls. That is, given a sequence of random vectors $X^{(n)}$ with certain distributions on $\mathbb{B}_{p}^{n}$ or $\mathbb{S}_{p}^{n-1}$ and a sequence of random subspaces $E^{(n)}$, one could ask for the properties of the projection point $P_{E} X$ of $X^{(n)}$ onto $E^{(n)}$, i.e., its distribution or its norm $\left\|P_{E} X\right\|$, as in Figure 1.3. Random projections of distributions on $\ell_{p}^{n}$-balls will be the topic of Chapter 4.


Figure 1.3: Projection $P_{E} X$ of a random vector $X^{(n)} \in \mathbb{B}_{p}^{n}$ onto a random ( $n-1$ )-dimensional subspace $E^{(n)}$ and its norm $\left\|P_{E} X\right\|$ for $n=3$ and $p>2$.

The last quantity of interest we want to mention is the empirical measure with respect to a random vector within $\mathbb{B}_{p}^{n}$ or $\mathbb{S}_{p}^{n-1}$. For such a random vector $X^{(n)}=$ $\left(X_{1}^{(n)}, \ldots, X_{n}^{(n)}\right)$ the empirical measure is a random measure on $\mathbb{R}$, defined as

$$
\nu_{n}:=\frac{1}{n} \sum_{i=1}^{n} \delta_{X_{i}^{(n)}},
$$

where $\delta_{x}$ denotes the Dirac measure for some $x \in \mathbb{R}$. Understanding the behaviour of the empirical measure gives insight into the mean behaviour of the coordinates of $X^{(n)}$ and is more accessible for calculations when considering functionals of the form $\frac{1}{n} \sum_{i=1}^{n} f\left(X_{i}^{(n)}\right)$ for suitable $f$. The behaviour of the empirical measures with respect to the coordinates of random vectors from $\mathbb{B}_{p}^{n}$ will be examined in Chapter 3.

These are some of the quantities whose asymptotics are of interest and for which one would like to obtain concentration results such as large deviation principles (LDPs), which will be one of the main focus points of this thesis.

The field of large deviations has only been introduced into asymptotic geometric analysis fairly recently by Gantert, Kim, and Ramanan [36] in 2017, who derived an LDP for projections of $\ell_{p}^{n}$-balls onto one-dimensional subspaces. This has since spawned a wave of large deviation results in asymptotic geometric analysis (see, e.g., $[4,5,35,61,62,65,69,70,71,72,73,74,75,76,85]$ ), among which were the results contained in this thesis. While their concrete research context will be given in Section 1.2 and a more detailed look into large deviations theory provided in Section 2.3, let us give a rough sketch of the basic ideas in order to motivate the results in this work and conceptually contrast them with the sharp large deviation results also contained herein, whose details and background will be given in Section 5.1.

Generally speaking, the field of large deviations theory concerns itself with the study of rare events, that is, deviations of sequences of random variables $\left(X_{n}\right)_{n \in \mathbb{N}}$ from their expectation beyond the Gaussian scale (of course, the theory has quite some more depth to it, as it not only considers sequences of random variables, but also general families of probability distributions (see Definition 2.3.2), but for now we shall stick to a more simplified perspective). To be more precise, by large deviations we mean deviations of order at least $n$, whereas deviations of order between $\sqrt{n}$ and $n$ are referred to as moderate deviations Take the simple case of a sequence of real-valued random variables $\left(X_{n}\right)_{n \in \mathbb{N}}$ that concentrate around their expectation in $n \in \mathbb{N}$ (e.g., the empirical average of i.i.d. random variables). The goal of large deviations theory is
to characterize how the probability of deviations of order $n$ decays, that is, to give two functions $s: \mathbb{N} \rightarrow(0, \infty)$ and $\mathcal{I}_{X}: \mathbb{R} \rightarrow[0, \infty)$, called the speed and the rate function, respectively, such that for $\epsilon>0$

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{s(n)} \log \mathbb{P}\left(X^{(n)}-\mathbb{E}\left[X^{(n)}\right] \geq n \epsilon\right)=-\mathcal{I}_{X}(\epsilon) \tag{1.4}
\end{equation*}
$$

This is essentially a special case of the definition of a large deviation principle (see Definition 2.3.2). In other words, we want to give two functions, such that

$$
\begin{equation*}
\mathbb{P}\left(X^{(n)}-\mathbb{E}\left[X^{(n)}\right] \geq n \epsilon\right)=e^{-s(n)\left[I_{X}(\epsilon)+o(1)\right]} \tag{1.5}
\end{equation*}
$$

where $o(1)$ denotes a sequence that tends to zero as $n \rightarrow \infty$. This is the type of result we would like to derive for functionals of random vectors in convex bodies, specifically $\ell_{p}^{n}$-balls, as the dimension tends to infinity, since in the setting of high-dimensional convex geometry the sequence parameter of $\left(X_{n}\right)_{n \in \mathbb{N}}$ coincides with the dimension of the ambient space.

While (1.5) nicely illustrates how deviation probabilities are characterized, (1.4) underlines that at the core of large deviations theory are asymptotic results on a logarithmic scale. While those are surely useful, having similar results on a non-logarithmic scale would be preferable, as one can gain much more accurate probability estimates for deviation events from them. If we wanted to get a non-logarithmically scaled probability estimate via a large deviation result such as (1.5), we would have to contend with an unknown prefactor $e^{-s(n) o(1)}$. Hence, one would be interested additionally in characterizing that prefactor, i.e., finding a $c_{X}: \mathbb{N} \times \mathbb{R} \rightarrow[0, \infty)$ such that

$$
\mathbb{P}\left(X^{(n)}>z\right)=c_{X}(n, z) e^{-s(n) \mathcal{I}_{X}(z)}(1+o(1)) .
$$

for $z>\mathbb{E}\left[X^{(n)}\right]$. Note that the error term in the above is no longer contained in the exponent, hence the result is not logarithmically scaled. Characterizing the decay of large deviation probabilities on a non-logarithmic scale is what we refer to as sharp large deviations theory. It was introduced into asymptotic geometric analysis very recently by Liao and Ramanan in [85] in 2020 and promises to be a fruitful line of inquiry for future work. Besides interests from the purely mathematical perspective, the nonlogarithmic nature of the results, i.e., their asymptotic sharpness, is very useful for applications like importance sampling algorithms, that is, generating samples of very rare events, where classic Monte-Carlo methods become inefficient (see [85, Section 3]).

### 1.2 Guideline

This section will outline the specific results contained in this thesis and point out their respective research context. The present thesis can be thematically split into two parts with different overarching approaches: The first deals with problems from the theory of large deviations and is comprised of Chapter 3 and Chapter 4, while the second part addresses problems from sharp large deviations theory and is contained in Chapter 5.

Chapter 2: In this introductory chapter, we will define the concepts and notation we will need throughout this work. This will encompass presenting some basic notation and definitions from probability theory, among other things introducing the $p$-generalized Gaussian distributions in Section 2.2, which make up the core building block of the probabilistic representations integral to all of the results in this thesis. Section 2.3 will then explain the basic notions of large deviations and present some essential methods and tools of large deviations theory. The chapter will then conclude with Section 2.4, defining the relevant probability distributions on $\ell_{p}^{n}$-balls, such as the uniform distribution $\mathbf{U}_{n, p}$ on $\mathbb{B}_{p}^{n}$ and the so-called cone probability measure $\mathbf{C}_{n, p}$ on $\mathbb{S}_{p}^{n-1}$, which assigns to a set on $\mathbb{S}_{p}^{n-1}$ the probability given by the volume of the cone it encloses with the origin relative to the volume of $\mathbb{B}_{p}^{n}$ (see (2.12)). Also, some well-established results for $\ell_{p}^{n}$-balls we will need throughout this thesis are presented.

Let us provide some context by mentioning some results for $\ell_{p}^{n}$-balls that have been shown. For the Euclidean sphere $\mathbb{S}_{2}^{n-1}$ the Poincaré-Maxwell-Borel lemma states that the joint distribution of any fixed number of $k$ coordinates of a random vector with distribution $\mathbf{C}_{n, 2}$ is approximately standard Gaussian (see [31]). This was extended to $\mathbb{S}_{p}^{n-1}$ for any $p \in[1, \infty]$ by Rachev and Rüschendorf [99] and Naor and Romik [93]. Rachev and Rüschendorf [99] and Schechtman and Zinn [106] then also provided a probabilistic representation for random vectors with distributions $\mathbf{U}_{n, p}$ and $\mathbf{C}_{n, p}$. For $p \in(0, \infty]$ this was generalized by Barthe, Guédon, Mendelson and Naor [13], who gave a probabilistic representation for a class of "mixtures" of $\mathbf{C}_{n, p}$ and $\mathbf{U}_{n, p}$. For a Borel probability measure $\mathbf{W}$ on $[0, \infty)$ they defined the class of distributions

$$
\mathbf{P}_{n, p, \mathbf{W}}:=\mathbf{W}(\{0\}) \mathbf{C}_{n, p}+\Psi \mathbf{U}_{n, p}
$$

on $\mathbb{B}_{p}^{n}$, where $\Psi$ is an appropriate $p$-radial density that depends on $\mathbf{W}$, and provided a convenient representation of $\mathbf{P}_{n, p, \mathbf{W}}$ via a random vector of $p$-generalized Gaussians. The choice of $\mathbf{W}$ determines how exactly the cone probability measure and the uniform distribution are "mixed". This class of measures and its corresponding representations
have gained considerable interest in asymptotic geometric analysis and were used in a variety of applications (see $[4,5,12,36,92,94,109]$, to name just a few). These probabilistic representation results will be presented in Section 2.4, followed by a brief discussion on polar integration in the spirit of [98, Section 3.2]. Therein we will both establish useful polar integration formulae and reflect on why the results within this thesis and the surrounding research context focus specifically on $\ell_{p}^{n}$-balls.

Chapter 3: The chapter begins by introducing a class of distributions on $\ell_{p}^{n}$-balls of the following form: For some suitable homogeneous function $f: \mathbb{R}^{n} \rightarrow[0, \infty)$ we construct weighted versions $\mathbf{U}_{n, p, f}$ and $\mathbf{C}_{n, p, f}$ of the uniform distribution $\mathbf{U}_{n, p}$ and the cone probability measure $\mathbf{C}_{n, p}$ in the sense that their densities are weighted by $f$. We accordingly construct a weighted analogue to $\mathbf{P}_{n, p, \mathbf{W}}$ in the form of

$$
\mathbf{P}_{n, p, \mathbf{W}, f}:=\mathbf{W}(\{0\}) \mathbf{C}_{n, p, f}+\Psi \mathbf{U}_{n, p, f} .
$$

For all of these distributions probabilistic representations results via $p$-generalized Gaussian random variables in the spirit of [13] are derived, which also need to be weighted accordingly via the function $f$. These weighted $p$-radial distributions will be of great use when considering $p$-balls in other spaces than standard Euclidean space.

In this chapter, we study concentration phenomena on $p$-balls in both Euclidean space and within finite-dimensional Schatten trace classes $\mathcal{S}_{p}^{n}$ in matrix space. Generally, for a given $p \in(0, \infty]$, the Schatten trace class $\mathcal{S}_{p}$ is the Banach space of compact linear operators between two Hilbert spaces whose singular values form a sequence within the sequence space $\ell_{p}$. We will, however, focus on the finite-dimensional Schatten trace classes $\mathcal{S}_{p}^{n}$, i.e., the spaces of $(n \times n)$ matrices (with real, complex or quaternionic entries) whose singular values form a vector in $\ell_{p}^{n}$ (that is, $\mathbb{R}^{n}$ with the $\ell_{p}^{n}$-norm). Additionally, we will also consider their self-adjoint subclasses, that is, the spaces of self-adjoint $(n \times n)$ matrices whose eigenvalues also form a vector in $\ell_{p}^{n}$. The unit balls in these Schatten trace classes $\mathcal{S}_{p}^{n}$ are what we will refer to as matrix $p$-balls.

There has been a rising interest in the study of these Schatten trace classes and their unit balls in recent years. For example, Guédon and Paouris [47] provided concentration inequalities for points uniformly distributed within the matrix $p$-ball. Moreover, König, Meyer, and Pajor [80] showed that the isotropic constants of matrix p-balls (for $p \in[1, \infty]$ ) are bounded. Barthe and Cordero-Erausquin [11] derived variance estimates, Radke and Vritsiou [100] proved the thin-shell conjecture, and Vritsiou [115] showed the variance conjecture for the operator norm in $\mathcal{S}_{p}^{n}$. Hinrichs, Prochno and Vybíral [52, 53] derived optimal bounds for the entropy numbers and sharp estimates
for the Gelfand numbers of natural embeddings of $\mathcal{S}_{p}^{n}$ and Prochno and Strzelecki [97] also considered the approximation numbers of such embeddings and studied their relationship to the Gelfand and Kolmogorov numbers. Kabluchko, Prochno and Thäle [63, 64] gave the exact asymptotic volumes and volume ratios of matrix $p$-balls and studied their intersection volumes. Also, Kabluchko, Prochno and Thäle [62, 63] studied the eigenvalue distribution as well as singular value distribution of random matrices distributed according to the cone probability measure and the uniform distribution in matrix $p$-balls. It is a well-known fact from random matrix theory that eigenvalues of self-adjoint random matrices behave, figuratively speaking, like particles of a gas, insofar as they "repell each other", which is why eigenvalue distributions of random matrices are often used in physics to model particle interactions of gasses. This means mathematically that the distributions of eigenvalues contain a factor that vanishes if two eigenvalues are close to each other, thereby allocating less and less probability to this event. The same holds for singular values as well. Hence, eigen-/singular values exhibit a tendency to spread themselves out evenly and do not have accumulation points. Following a line of argument in the spirit of [104] in combination with an approach from log-potential theory, Kabluchko, Prochno, and Thäle showed that for such random matrices the vector of the eigen-/singular values has respective distribution $\mathbf{C}_{n, p, f}$ and $\mathbf{U}_{n, p, f}$ on the Euclidean $\ell_{p}^{n}$-ball $\mathbb{B}_{p}^{n}$, with $f$ being the suitable repulsion factor between the eigen-/singular values of the random matrices (see, e.g., [6]).

The aim of this chapter is to put this last result into a wider context by investigating the eigenvalue and singular value distribution of random matrices that have the analogue distribution to $\mathbf{P}_{n, p, \mathbf{W}}$ on matrix $p$-balls. Using similar arguments as [62, 63], we will show that the vector of eigenvalues of such a random matrix also is $p$-radially distributed according to $\mathbf{P}_{n, p, \mathbf{W}, f}$ on $\mathbb{B}_{p}^{n}$, with $f$ being the appropriate repulsion factor again, and the same holds for the vector of singular values on the non-negative segment of $\mathbb{B}_{p}^{n}$, denoted as $\mathbb{B}_{p,+}^{n}$. This connection paves the way to approach concentration phenomena on matrix $p$-balls via those on $\mathbb{B}_{p}^{n}$ with appropriately weighted distributions.

As an application of the connection just described, we study the large deviation behaviours of random elements in Euclidean and matrix p-balls. In case of Euclidean $\ell_{p}^{n}$-balls, the results of Kim and Ramanan [74] are of particular interest to us. For a random vector with distribution $\mathbf{C}_{n, p}$ they gave a large deviation principle for the empirical measure of its coordinates. Their findings are in the spirit of the theorem of Sanov [29, Theorem 2.1.10], as the corresponding rate function is given by the relative entropy (see (3.19)) perturbed by a $p$-th moment penalty. We want to expand on their
results and give a large deviation principle for the empirical measure of a random vector with distribution $\mathbf{P}_{n, p, \mathbf{W}}$. We will show that, even though the distribution $\mathbf{P}_{n, p, \mathbf{W}}$ is highly dependent on the choice of $\mathbf{W}$, for certain classes of $\mathbf{W}$ the corresponding rate function will be universal to all $\mathbf{P}_{n, p, \mathbf{W}}$. The results of Kim and Ramanan have been further extended by Frühwirth and Prochno [35], who derived a Sanov-type large deviation principle for the empirical measure of random vectors uniformly distributed in Orlicz balls, which are a generalization of $\ell_{p}^{n}$-balls (see Remark 2.4.8).

In case of the matrix $p$-ball, an analogue result to that of Kim and Ramanan [74] has been given by Kabluchko, Prochno and Thäle [62]. They derived a large deviation principle for the empirical spectral measure, i.e., the empirical measure with respect to the eigenvalues or singular values of random matrices that are distributed according to the uniform distribution or the cone probability measure on the matrix $p$-ball. We will derive similar results for the analogue of $\mathbf{P}_{n, p, \mathbf{W}}$ on matrix $p$-balls and show a similar universality of the rate function. To do so, we will utilize the probabilistic representations for the eigenvalue and singular value distributions we derived beforehand.

Summarizing, the overall goals of this chapter are threefold. First, we want to expand the results from [13] to weighted $p$-radial distributions $\mathbf{P}_{n, p, \mathbf{W}, f}$. This will be done in Section 3.2. Second, we want to show that for self-adjoint and non-self-adjoint random matrices, which are distributed according to the analogue of $\mathbf{P}_{n, p, \mathbf{W}}$ on matrix $p$-balls, the corresponding eigenvalue and singular value distributions are given by $\mathbf{P}_{n, p, \mathbf{W}, f}$ on $\mathbb{B}_{p}^{n}$ (and its non-negative analogue on $\mathbb{B}_{p,+}^{n}$ ), with $f$ being the appropriate repulsion factor. This will be done in Section 3.3. And third, Sections 3.4 and 3.5 will then use the previous results to derive several large deviation principles for Euclidean and matrix $p$-balls, respectively. We will prove a large deviation principle for the empirical measure of the coordinates of a random vector with distribution $\mathbf{P}_{n, p, \mathbf{W}}$ on $\mathbb{B}_{p}^{n}$. Then we will show large deviation principles for the empirical spectral measures (for eigenvalues and singular values) of random matrices distributed according to the analogue of $\mathbf{P}_{n, p, \mathbf{W}}$ on matrix $p$-balls by using the representations of the eigenvalue and singular value distributions as $\mathbf{P}_{n, p, \mathbf{W}, f}$ from Section 3.3 for suitable choices of $f$. The chapter will, however, begin in Section 3.1 by establishing the necessary notation and basic concepts.

Chapter 3 is partly based on the paper

- Kaufmann, T., and Thäle, C. [72]: Weighted p-radial distributions on Euclidean and matrix $p$-balls with applications to large deviations. Journal of Mathematical Analysis and Applications, (2022).

Chapter 4: In this chapter, we consider products of uniform random variables from the Stiefel manifold of orthonormal $k$-frames in $\mathbb{R}^{n}$ with $k \leq n$ and random vectors from the $\ell_{p}^{n}$-ball $\mathbb{B}_{p}^{n}$ with $p$-radial distributions $\mathbf{P}_{n, p, \mathbf{W}}$. The distribution of this product geometrically corresponds to the projection of the distributions $\mathbf{P}_{n, p, \mathbf{W}}$ on $\mathbb{B}_{p}^{n}$ onto a random $k$-dimensional subspace. We derive large deviation principles on the space of probability measures on $\mathbb{R}^{k}$ for sequences of such projections.

The setting of this chapter is a generalization of the one initiated by Kabluchko and Prochno [59] and can be described as follows. For $k \leq n$, the Stiefel manifold $\mathbb{V}_{n, k}$ is the set of all orthonormal $k$-frames in $\mathbb{R}^{n}$, i.e., the set of all $k$-tuples of orthonormal vectors $v_{1}, \ldots, v_{k}$ in $\mathbb{R}^{n}$. Arranging these vectors into a $(k \times n)$ matrix $V$ with rows $v_{1}^{T}, \ldots, v_{k}^{T}$, we have the identification

$$
\mathbb{V}_{n, k}=\left\{V \in \mathbb{R}^{k \times n}: V V^{T}=I_{k}\right\}
$$

where $I_{k}$ denotes the $(k \times k)$ identity matrix. We denote by $\mathbf{U}_{n, k, \mathrm{~V}}$ the uniform distribution on $\mathbb{V}_{n, k}$ and by $V_{n, k}$ the corresponding random variable. For random vectors $X^{(n)}$ taking values in $\mathbb{R}^{n}$ we may regard $V \in \mathbb{V}_{n, k}$ as a linear map $V: \mathbb{R}^{n} \rightarrow \mathbb{R}^{k}$ and study the distribution of the vectors $V X^{(n)} \in \mathbb{R}^{k}$, which we denote by

$$
\mu_{V X^{(n)}}(A):=\mathbb{P}\left(V X^{(n)} \in A\right)
$$

for any Borel set $A \subseteq \mathbb{R}^{k}$. In addition, we may also choose $V_{n, k} \in \mathbb{V}_{n, k}$ at random according to $\mathbf{U}_{n, k, \mathbb{v}}$. In this case, the distribution of $V_{n, k} X^{(n)}$, which we denote by

$$
\mu_{V_{n, k} X^{(n)}}(A):=\mathbb{P}\left(V_{n, k} X^{(n)} \in A\right)
$$

is a random probability measure on $\mathbb{R}^{k}$, that is, a random variable taking values in the space $\mathcal{M}_{1}\left(\mathbb{R}^{k}\right)$ of probability measures on $\mathbb{R}^{k}$, that is equipped with the topology of weak convergence. This can geometrically be interpreted as the projection of the distribution of the random vector $X^{(n)}$ onto a uniform random $k$-dimensional subspace.

We are interested in large deviation principles for the random probability measures $\mu_{V_{n, k} X^{(n)}}$, where $X^{(n)} \in \mathbb{B}_{p}^{n}$ with distribution $\mathbf{P}_{n, p, \mathbf{W}}$ for some Borel probability measure $\mathbf{W}$ on $[0, \infty)$. Kabluchko and Prochno [59] gave very general LDPs for random matrices in the orthogonal group and the Stiefel manifold, and showed an LDP for $k$-dimensional projections of the special case of the uniform distribution $\mathbf{U}_{n, p}$ on $\mathbb{B}_{p}^{n}$ as an application. Based on [59], the results of this chapter largely extend the set of projected distributions for which such an LDP is shown from the uniform distribution $\mathbf{U}_{n, p}$ to the aforementioned class of $p$-radial distributions $\mathbf{P}_{n, p, \mathbf{W}}$.

In particular, we will see that the large deviation behaviour observed by Kabluchko and Prochno [59] is universal for a large class of probability measures on $\mathbb{B}_{p}^{n}$. Moreover, we shall describe geometrically motivated distributions on $\mathbb{B}_{p}^{n}$ for which the LDP needs a suitable modification, which we also provide.

We should also delineate this chapter's content from the results shown by Kim and Ramanan in [76, Theorems $2.4 \& 2.6$ ], who have shown, among other results, LDPs for projections of uniform random vectors in $\mathbb{B}_{p}^{n}$ onto uniform random $k$-dimensional subspaces. By the same arguments as put forth in [59], we note that while the settings are quite similar, the key difference is in the object of study. In [76] it is the projection point itself, hence yielding an LDP on $\mathbb{R}^{k}$, whereas in both [59] and this chapter the object of study is the projected distribution on $\mathbb{R}^{k}$, thus the main result yields an LDP on the space $\mathcal{M}_{1}\left(\mathbb{R}^{k}\right)$ of probability measures on $\mathbb{R}^{k}$.

The chapter will start off in Section 4.1 by briefly listing the notation and background material we will need to formulate the central theorems, which in turn are presented in Section 4.2. Section 4.3 will then contain their respective proofs, which can be delineated into three steps.

Firstly, we use the probabilistic representation for random vectors in $\mathbb{B}_{p}^{n}$ with distribution $\mathbf{P}_{n, p, \mathbf{w}}$ to reformulate the target random measure $\mu_{V_{n, k} X^{(n)}}$ and show that this measure behaves asymptotically like a different, more simple measure $\tilde{\mu}_{V_{n, k} X^{(n)}}$. This is done by proving that their distance in the Lévy-Prokhorov metric (see (4.4)) tends to zero for all $V \in \mathbb{V}_{n, k}$. Secondly, it is shown that this asymptotic vanishing of the Lévy-Prokhorov metric between $\mu_{V_{n, k} X^{(n)}}$ and the simpler measure $\tilde{\mu}_{V_{n, k} X^{(n)}}$ is sufficient to infer a weak LDP for $\mu_{V_{n, k} X^{(n)}}$, if one is given for $\tilde{\mu}_{V_{n, k} X^{(n)}}$. Lastly, one then shows that every $\mu_{V_{n, k} X^{(n)}}$ lies in a closed and compact subset of $\mathcal{M}_{1}\left(\mathbb{R}^{k}\right)$, where the notion of a weak LDP coincides with that of a full LDP. Thus, one can infer a full LDP for $\mu_{V_{n, k} X^{(n)}}$ by carrying over the LDP for $\tilde{\mu}_{V_{n, k} X^{(n)}}$ established in [59] in the manner just described.

Chapter 4 is partly based on the paper

- Kaufmann, T., Sambale, H., and Thäle, C. [70]: Large deviations for uniform projections of $p$-radial distributions on $\ell_{p}^{n}$-balls. arXiv:2203.00476 (2022).

Chapter 5: This final chapter turns the focus from results in the realm of large deviations theory to results from sharp large deviations (SLD) theory. It has the distinct advantage over classical large deviations theory that it gives tail asymptotics on a non-logarithmic scale and can provide concrete and asymptotically exact tail estimates for specific $n \in \mathbb{N}$, which makes them significantly more useful for practical applications. Moreover, a lot of idiosyncrasies of the underlying distributions, that are drowned out on the LDP scale, are still visible on the SLD scale, thus giving a deeper understanding of the geometric interpretation of the quantities involved.

The chapter will begin with Section 5.1 by expanding on the brief outline of SLD theory in the introduction and presenting the results of Bahadur and Ranga Rao [10], who gave the original impetus for the theory. Further, the differences to large deviations theory are underlined, both regarding their goals and methodology. Specifically, the saddle point method is layed out, which will be used for the essential local density estimates in the subsequent proofs.

As Section 5.2 and Section 5.3 are based partly on individual research papers, their content and outline will be given here individually.

In Section 5.2 sharp large deviation results of Bahadur-Ranga Rao-type are provided for the $q$-norm of random vectors distributed on the $\ell_{p}^{n}$-ball $\mathbb{B}_{p}^{n}$ according to the cone probability measure $\mathbf{C}_{n, p}$ or the uniform distribution $\mathbf{U}_{n, p}$ for $1 \leq q<p<\infty$.

The behaviour of the $q$-norm $\|Z\|_{q}$ of a random vector $Z$ in $\mathbb{B}_{p}^{n}$ was first studied by Schechtman and Zinn [106], who derived concentration inequalities for $\|Z\|_{q}$ with $Z \sim \mathbf{C}_{n, p}$ and $Z \sim \mathbf{U}_{n, p}$ for $q>p$. This is closely related to the intersection volume of $t$-multiples of volume-normalized $\ell_{p}^{n}$-balls $\mathbb{D}_{p}^{n}:=\operatorname{vol}_{n}\left(\mathbb{B}_{p}^{n}\right)^{-1 / n} \mathbb{B}_{p}^{n}$, i.e., $\operatorname{vol}_{n}\left(\mathbb{D}_{p}^{n} \cap t \mathbb{D}_{q}^{n}\right)$ with $t \in[0, \infty)$, for which Schechtman and Schmuckenschläger [105] gave asymptotics for different values of $t$. Schechtman and Zinn [107] expanded their previous results in [106], by not only considering the $q$-norm, but also images of random vectors under Lipschitz functions in general. Thus, they gave concentration inequalities for $f(Z)$, with $Z \sim \mathbf{C}_{n, p}$ and $Z \sim \mathbf{U}_{n, p}, p \in[1,2)$, and $f$ a Lipschitz function with respect to the Euclidean norm. Schmuckenschläger [108] provided a CLT for $\|Z\|_{q}$ with $Z \sim \mathbf{C}_{n, p}$ and $Z \sim \mathbf{U}_{n, p}$ and used it to refine the previous intersection results in [105] for all $t \in(0, \infty)$. Naor [92] gave concentration inequalities for $\|Z\|_{q}^{q}$ with $Z \sim \mathbf{C}_{n, p}$, showed that the total variation distance between $\mathbf{C}_{n, p}$ and the normalized surface measure $\sigma_{n, p}$ on $\mathbb{S}_{p}^{n-1}$ tends to zero proportional to $n^{-1 / 2}$, and used the previously mentioned results to show a concentration inequality for $\|Z\|_{q}^{q}$ with $Z \sim \sigma_{n, p}$. He also discussed
how concentration results similar to Schechtman and Zinn [107] for $\|Z\|_{q}$ could already be derived from previous results of Gromov and Milman [44] for the concentration of Lipschitz functions on convex bodies. Kabluchko, Prochno and Thäle [61] gave a multivariate CLT for $\left(\|Z\|_{q_{1}}, \ldots,\|Z\|_{q_{d}}\right)$ with $Z \sim \mathbf{U}_{n, p}$ in the spirit of [108] and also considered the asymptotics for the intersection volume of multiple $\ell_{p}^{n}$-balls, i.e., $\operatorname{vol}_{n}\left(\mathbb{D}_{p}^{n} \cap t_{1} \mathbb{D}_{q_{1}}^{n} \cap \cdots \cap t_{d} \mathbb{D}_{q_{d}}^{n}\right)$ with $t_{i} \in[0, \infty)$. This CLT was furthermore applied by the same authors to infer a central limit theorem for the length of $\mathbb{B}_{p}^{n}$ projected onto a line with uniform random direction. Moreover, they provided an LDP for $\|Z\|_{q}$ with $Z \sim \mathbf{C}_{n, p}$ and $Z \sim \mathbf{U}_{n, p}$. In a follow-up paper [65], the same authors showed a CLT for $\|Z\|_{q}$ with the distribution of $Z$ taken from the class $\mathbf{P}_{n, p, \mathbf{W}}$ of $p$-radial distributions established in [13]. Finally, they gave a moderate and a large deviation principle for $\|Z\|_{q}$ with $Z \sim \mathbf{P}_{n, p, \mathbf{W}}$.

Recently, a new tool from large deviations theory was introduced to asymptotic geometric analysis by Liao and Ramanan [85]. They gave sharp large deviation results in the spirit of Bahadur and Ranga Rao [10] and Petrov [95] for the projections of random points in $\ell_{p}^{n}$-balls with distributions $\mathbf{C}_{n, p}$ and $\mathbf{U}_{n, p}$ onto a fixed one-dimensional subspace. ${ }^{1}$ Other works in asymptotic geometric analysis have also employed methods from sharp large deviations theory as well, such as Kabluchko and Prochno [60], who derived asymptotic volumes for generalizations of $\ell_{p}^{n}$-balls, known as Orlicz balls (see Remark 2.4.8), and showed a Schechtman-Schmuckenschläger-type result by considering intersection volumes of Orlicz balls. Their results on Orlicz balls were then expanded upon by Alonso-Guiterréz and Prochno in [3], who gave the exact asymptotic volume of Orlicz balls and provided thin-shell concentrations for them, augmenting their results into sharp asymptotics under certain conditions.

Section 5.2 will follow closely in the footsteps of Liao and Ramanan [85] and establish SLD results for the $q$-norms of random vectors with distribution $\mathbf{C}_{n, p}$ and $\mathbf{U}_{n, p}$. Furthermore, we will use these results to expand on works of Schechtman and Schmuckenschläger [105], Schmuckenschläger [108], and Kabluchko, Prochno and Thäle [61] for intersection volumes of $\ell_{p}^{n}$-balls by giving sharp asymptotics for $\operatorname{vol}_{n}\left(\mathbb{D}_{p}^{n} \cap t \mathbb{D}_{q}^{n}\right)$ at a considerably improved rate for $1 \leq q<p<\infty$ and $t>C(p, q)$ bigger than some con-

[^0]stant dependent on $p$ and $q$. Additionally, we will also apply our results for $\ell_{p}^{n}$-spheres to retain sharp asymptotics for the length of the projection of an $\ell_{p}^{n}$-ball onto the line spanned by a uniform random direction.

Let us give a brief outline of Section 5.2: In Section 5.2.1 some necessary notation and definitions will be provided and we will recapitulate some relevant preexisting results, followed by a short discussion on the Weingarten map in Section 5.2.2. This will be needed for the geometric Laplace integration results used later in the chapter. In Section 5.2.3 we will present the main results regarding the $q$-norms of random vectors on $\ell_{p}^{n}$-spheres and $\ell_{p}^{n}$-balls and outline the idea of the two central proofs. Section 5.2.4 and Section 5.2.5 will contain the applications of the main results to intersection volumes and random projections of $\ell_{p}^{n}$-balls mentioned above. In Section 5.2.6 we will reformulate the target probabilities from the main results in terms of useful probabilistic representations, using well-established representations of random vectors in $\ell_{p}^{n}$-balls of Schechtman and Zinn [106] and Rachev and Rüschendorf [99]. In Section 5.2.7 local density approximations of these probabilistic representations will be provided. In Sections 5.2.8 and 5.2.9 we will prove the SLD results for $\ell_{p}^{n}$-spheres and $\ell_{p}^{n}$-balls, respectively, by integrating over the density estimates. For that, we will utilize some geometric results for asymptotic expansions of Laplace integrals from Andriani and Baldi [7] and Breitung and Hohenbichler [19], thereby finishing Section 5.2.

In the second major part of this chapter, Section 5.3, we consider the $p$-generalized arithmetic-geometric mean ( $p$-AGM) inequality for vectors chosen randomly from the $\ell_{p}^{n}$-ball. For $n \in \mathbb{N}$ and $x_{1}, \ldots, x_{n} \in \mathbb{R}^{n}$ the classic AGM inequality states that

$$
\left(\prod_{i=1}^{n}\left|x_{i}\right|\right)^{1 / n} \leq \frac{1}{n} \sum_{i=1}^{n}\left|x_{i}\right|
$$

Additionally, for $p>0$ the $p$-AGM inequality expands the above for the $p$-generalized mean, i.e., for $\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}, n \in \mathbb{N}$, we have

$$
\left(\prod_{i=1}^{n}\left|x_{i}\right|\right)^{1 / n} \leq\left(\frac{1}{n} \sum_{i=1}^{n}\left|x_{i}\right|^{p}\right)^{1 / p}
$$

It was shown by Gluskin and Milman [38] that for a random vector $X^{(n)} \in \mathbb{R}^{n}$ uniformly distributed on the standard ( $n-1$ )-dimensional unit sphere $\mathbb{S}_{2}^{n-1}$ in $\mathbb{R}^{n}$, one can reverse the $p$-AGM inequality for $p=2$ up to a scalar constant with high probability, which
was then extended to $p=1$ by Aldaz [1, 2]. Kabluchko, Prochno, and Vysotsky [66] provided a CLT and an LDP for the ratio of the two sides of the $p$-AGM inequality for any $p \in[1, \infty)$ and $X^{(n)}$ with distribution $\mathbf{U}_{n, p}$ or $\mathbf{C}_{n, p}$ on $\mathbb{B}_{p}^{n}$. Finally, Thäle [111] expanded the results of [66] to a CLT and a moderate deviation principle (MDP) for the ratio of the two sides of the $p$-AGM inequality with the corresponding random vector $X^{(n)} \in \mathbb{B}_{p}^{n}$ having distribution $\mathbf{P}_{n, p, \mathbf{W}}$ in the spirit of [13], which includes $\mathbf{U}_{n, p}$ and $\mathbf{C}_{n, p}$ as special cases. However, the arguments of Thäle show that the properties of interest of a random vector $X^{(n)} \in \mathbb{B}_{p}^{n}$ are independent of the $p$-radial component of its distribution, as long as the directional distribution is given by $\mathbf{C}_{n, p}$ and its $p$-radial distribution has no atom at zero (see (5.69)).

The purpose of Section 5.3 is to develop further the LDP of [66] into SLD results in the spirit of Bahadur and Ranga Rao [10]. For a random vector $X^{(n)} \in \mathbb{B}_{p}^{n}$ with directional distribution $\mathbf{C}_{n, p}$ in the sense of (5.69) we now want to give sharp asymptotics for the probability of the ratio of the two sides of the $p$-AGM inequality being bigger than a constant $\theta \in[0,1]$. We thereby provide concrete and asymptotically exact estimates on a non-logarithmic scale for the probability of the inequality being improvable or reversible up to a constant, respectively.

The main results regarding the sharpening of the $p$-AGM inequality are stated right at the beginning of Section 5.3. Since their proof orients itself heavily on the proof in Section 5.2, it will also contain three parts: the first part provides a probabilistic representation for the ratios of the two sides of the $p$-AGM inequality in Section 5.3.1, the second part gives an asymptotic density estimate for this probabilistic representation in Section 5.3.2, and the third part consists of the final proof of the section's main result by integrating over said density estimate in Section 5.3.3.

Chapter 5 is partly based on the papers

- Kaufmann, T. [69]: Sharp asymptotics for $q$-norms of random vectors in highdimensional $\ell_{p}^{n}$-balls. Modern Stochastics: Theory and Applications (2021),
- Kaufmann, T., and Thäle, C. [71]: Sharpening the probabilistic arithmeticgeometric mean inequality. arXiv:2112.04340 (2021).


## Chapter 2

## Preliminaries and notation

In this chapter basic notation and foundational concepts of probability and geometry are established. Specifically, the basics of large deviations theory are introduced, as they will play an integral role throughout the chapters.

### 2.1 Notation and basic definitions

Let $\mathbb{N}, \mathbb{R}$, and $\mathbb{C}$ be the natural, real, and complex numbers, respectively, and $\mathbb{N}_{0}:=$ $\mathbb{N} \cup\{0\}$. For $d \in \mathbb{N}$ denote by $\mathbb{R}^{d}$ the $d$-dimensional Euclidean space with the standard scalar product $\langle\cdot, \cdot\rangle$, which induces the Euclidean norm $\|\cdot\|_{2}$, analogue for $\mathbb{C}^{d}$. Further, let $\mathbb{R}_{+}:=[0, \infty)$ be the non-negative real numbers and $\mathbb{R}_{+}^{d}:=[0, \infty)^{d}$ the non-negative $d$-dimensional Euclidean space. For a complex number $z \in \mathbb{C}$, denote by $\operatorname{Re}(z)$ and $\operatorname{Im}(z)$ its real and imaginary component, respectively. For ease of notation we write $\left(x_{1}, \ldots, x_{d}\right) \in \mathbb{R}^{d}$ for a column vector and for $x, y \in \mathbb{R}^{d}$, we write their product $x^{T} y$ as $x y$, skipping the explicit transpose. The same holds for matrices and matrix multiplication. For a general set $A$ define the indicator function

$$
\mathbf{1}_{A}(x)= \begin{cases}1 & : x \in A \\ 0 & : x \notin A\end{cases}
$$

and denote by $\partial A, \bar{A}, A^{\circ}$, and $A^{c}$ respectively its boundary, closure, interior, and complement with respect to the underlying topology. Set $\mathcal{B}\left(\mathbb{R}^{d}\right)$ to be $\sigma$-field of Borel sets in $\mathbb{R}^{d}$ and $\operatorname{vol}_{d}$ to be the $d$-dimensional Lebesgue measure on $\mathbb{R}^{d}$.

While we have given the definition of $L_{p}$ in (1.2), we set a more general version as

$$
L_{p}\left(\mathbb{R}^{d}\right):=\left\{f: \mathbb{R}^{d} \rightarrow \mathbb{R}: \int_{\mathbb{R}^{d}}|f(x)|^{p} \mathrm{~d} x<\infty\right\}
$$

for $d \in \mathbb{N}$ and $p<\infty$ (for $p=\infty$ consider the essential supremum of $f$, analogue to (1.3)). For a function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ we define the effective domain of $f$ as

$$
\operatorname{Dom}(f):=\left\{x \in \mathbb{R}^{d}: f(x)<\infty\right\} .
$$

Further, for $c \in \mathbb{R}$ we call $\left\{x \in \mathbb{R}^{d}: f(x)=c\right\}$ and $\left\{x \in \mathbb{R}^{d}: f(x) \leq c\right\}$ the $c$-level set and $c$-sublevel set, respectively.

We say a set $A$ is convex if it contains all convex combinations of its elements, that is, $\lambda x+(1-\lambda) y \in A$ for all $x, y \in A, \lambda \in[0,1]$. A compact and convex subset of $\mathbb{R}^{d}$ with non-empty interior is called a convex body. A real-valued function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is called convex if the set above its graph is convex, i.e., if $f(\lambda x+(1-\lambda) y) \leq \lambda f(x)+(1-\lambda) f(y)$ for all $x, y \in \mathbb{R}^{d}$ and $\lambda \in[0,1]$. If this inequality holds strictly for all arguments $x \neq y$ and $\lambda \in(0,1)$, the function $f$ is called strictly convex. A real-valued function $f$ is called (strictly) concave, on the other hand, if $(-f)$ is (strictly) convex.

Next we shall set down some notation for different derivatives. For $g: \mathbb{R}^{d} \rightarrow \mathbb{R}^{k}$, we denote by $J_{x} g\left(x^{*}\right)$ the Jacobian of $g$ with respect to $x$ evaluated at $x^{*} \in \mathbb{R}^{d}$, and for $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ by $\nabla_{x} f\left(x^{*}\right)$ and $\mathcal{H}_{x} f\left(x^{*}\right)$ the gradient and Hessian of $f$ with respect to $x$ evaluated at $x^{*} \in \mathbb{R}^{d}$, respectively, and use the shorthand derivative notation

$$
\begin{equation*}
f_{\left[i_{1}, \ldots, i_{d}\right]}\left(x^{*}\right)=\left.\frac{\partial^{i_{1}}}{\partial x_{1}^{i_{1}}} \ldots \frac{\partial^{i_{d}}}{\partial x_{d}^{i_{d}}} f(x)\right|_{x=x^{*}} \tag{2.1}
\end{equation*}
$$

Given a convex real-valued function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$, we denote by

$$
\begin{equation*}
f^{*}(x)=\sup _{\tau \in \mathbb{R}^{d}}[\langle x, \tau\rangle-f(\tau)] \tag{2.2}
\end{equation*}
$$

its Legendre-Fenchel transform. We shall briefly list two of its useful properties. For a proof of the first we refer the reader to [103, Theorem 26.5] and for a proof of the second to [37, Chapter 4, Section 18].

Lemma 2.1.1 Let $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be a convex and lower semi-continuous function with $\operatorname{Dom}(f)^{\circ} \neq \emptyset$ and $\inf (f)>-\infty$. Additionally, let $f$ be differentiable on $\operatorname{Dom}(f)^{\circ}$ and $\lim _{n \rightarrow \infty}\left\|\nabla_{x} f\left(x_{n}\right)\right\|_{2}=+\infty$ for any sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ converging to a point on $\partial \operatorname{Dom}(f)$. Then the following holds:
(1) For any $x \in \operatorname{Dom}\left(f^{*}\right)$ the supremum in the Legendre-Fenchel transform $f^{*}(x)$ is uniquely attained in

$$
\tau(x)=\left(\nabla_{\tau} f\right)^{-1}(x) \in \operatorname{Dom}(f)
$$

with $\left(\nabla_{\tau} f\right)^{-1}$ denoting the inverse of the derivative of $f$. Hence

$$
f^{*}(x)=\langle x, \tau(x)\rangle-f(\tau(x))=\left\langle x,\left(\nabla_{\tau} f\right)^{-1}(x)\right\rangle-f\left(\left(\nabla_{\tau} f\right)^{-1}(x)\right) .
$$

(2) The Legendre-Fenchel transform is an involution on $\operatorname{Dom}(f)^{\circ}$, that is, for all $x \in \operatorname{Dom}(f)^{\circ}$ we have $f(t)=\left(f^{*}\right)^{*}(t)$.

The other transform we want to introduce is the Fourier transform. For a function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ with $f \in L_{1}\left(\mathbb{R}^{d}\right)$ we define its Fourier transform at $t \in \mathbb{R}^{d}$ to be

$$
\begin{equation*}
\mathcal{F}(f)(t):=\int_{\mathbb{R}^{d}} e^{\langle i t, y\rangle} f(y) \mathrm{d} y \tag{2.3}
\end{equation*}
$$

We choose this normalization of the Fourier transform such that in its applications to densities of probability distributions it coincides with the corresponding characteristic function. This way we can easily use results from both Fourier analysis and probability theory without intermediate renormalization. The inverse Fourier transform, denoted by $\mathcal{F}^{-1}(\cdot)$, of a function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ at some $y \in \mathbb{R}^{d}$ is then defined as

$$
\mathcal{F}^{-1}(\mathcal{F}(f))(y):=\frac{1}{(2 \pi)^{d}} \int_{\mathbb{R}^{d}} e^{-\langle i t, y\rangle} \mathcal{F}(f)(t) \mathrm{d} t
$$

If the inverse Fourier transform $\mathcal{F}^{-1}(\mathcal{F}(f))$ of $\left.\mathcal{F}(f)\right)$ is itself absolutely integrable, then the Fourier inversion theorem states $\mathcal{F}^{-1}(\mathcal{F}(f))(y)=f(y)$ (cf. [110, Theorem 1.9]).

Closing this section, we define Euler's gamma and beta function and provide a wellknown approximation result for the former. For $x, y \in \mathbb{R}_{+}$define

$$
\Gamma(x):=\int_{0}^{\infty} t^{x-1} e^{-t} \mathrm{~d} t \quad \text { and } \quad \mathrm{B}(x, y):=\frac{\Gamma(x) \Gamma(y)}{\Gamma(x+y)}
$$

to be Euler's gamma function and beta function, respectively. For $x>0$, Stirling's approximation formula for the gamma function states that

$$
\begin{equation*}
\Gamma(x)=\sqrt{\frac{2 \pi}{x}}\left(\frac{x}{e}\right)^{x}\left(1+\mathcal{O}\left(\frac{1}{x}\right)\right) \tag{2.4}
\end{equation*}
$$

where $\mathcal{O}\left(\frac{1}{x}\right)$ denotes an approximation error with asymptotic upper bound $\frac{1}{x}$.

### 2.2 Probability

Given a probability space $(\Omega, \Sigma, \mathbb{P})$, a measurable space $(E, \mathcal{E})$, and a random variable $X: \Omega \rightarrow E$, we call $\mu:=\mathbb{P} \circ X^{-1}$ the distribution of $X$ and write $X \sim \mu$ to denote that for any $A \in \mathcal{E}$ it holds that

$$
\mathbb{P}(X \in A)=\int_{E} \mathbf{1}_{A}(x) \mu(\mathrm{d} x) .
$$

The distribution $\mu=\mathbb{P} \circ X^{-1}$ of a random variable $X$ is also often denoted as $\mathcal{D}(X)$. For a real-valued random variable $X: \Omega \rightarrow \mathbb{R}$ with distribution $\mu$ we write

$$
\mathbb{E}[X]:=\int_{\mathbb{R}} x \mu(\mathrm{~d} x)
$$

for the expectation of $X$, often writing $\mathbb{E} X$ if it is clear from context what expectation is considered, and $\operatorname{Var}[X]:=\mathbb{E}\left[(X-\mathbb{E}[X])^{2}\right]$ for the variance of $X$ if $\mathbb{E}[X]<\infty$. For some $r>0$ we denote by

$$
\begin{equation*}
\mathbb{E}\left[X^{r}\right]:=\int_{\mathbb{R}} x^{r} \mu(\mathrm{~d} x) \quad \text { and } \quad \mathbb{E}\left[|X|^{r}\right]:=\int_{\mathbb{R}}|x|^{r} \mu(\mathrm{~d} x) \tag{2.5}
\end{equation*}
$$

the $r$-th moment and $r$-th absolute moment of $X$, respectively. More generally, we denote by $m_{r}(\mu)$ the $r$-th absolute moment of the probability measure $\mu$, defined as above. The expectation of a random vector $X=\left(X_{1}, \ldots, X_{d}\right) \in \mathbb{R}^{d}$ is the vector of its coordinate expectations $\mathbb{E}[X]=\left(\mathbb{E}\left[X_{1}\right], \ldots, \mathbb{E}\left[X_{d}\right]\right)$ and analogue holds for its variance. For a probability distribution $\mu$ on $\mathbb{R}$ let $\mu^{\otimes d}$ denote its $d$-fold product measure on $\mathbb{R}^{d}$. Let $X$ be a random vector in $\mathbb{R}^{d}$, then for $\tau \in \mathbb{R}^{d}$

$$
\varphi_{X}(\tau):=\mathbb{E}\left[e^{\langle\tau, X\rangle}\right] \quad \text { and } \quad \Lambda_{X}(\tau):=\log \mathbb{E}\left[e^{\langle\tau, X\rangle}\right]
$$

are the moment generating function and cumulant generating function of $X$, respectively, where we often omit the index when it is clear from context.

Let us present some useful properties of the cumulant generating function in the following lemma. The statements therein and their proof can be found in [73, Lemma 1.1.4] and its subsequent proof. Alternatively, they follow from the standard properties of the moment generating function (see, e.g., [27, Theorem 5.4]) and cumulant generating function (see, e.g., [29, Lemma 2.2.31]), together with the properties of the Legendre-Fenchel transform laid out in Lemma 2.1.1.

Lemma 2.2.1 Let $X$ be a random vector in $\mathbb{R}^{d}$ that is not almost surely constant and has cumulant generating function $\Lambda_{X}$. Then it holds that
(1) $\Lambda_{X}$ is convex and lower semi-continuous,
(2) $\Lambda_{X}$ is infinitely differentiable and strictly convex on $\operatorname{Dom}\left(\Lambda_{X}\right)^{\circ}$,
(3) $\Lambda_{X}^{*}$ is infinitely differentiable and strictly convex on $\operatorname{Dom}\left(\Lambda_{X}^{*}\right)^{\circ}$,
(4) for $x \in \operatorname{Dom}\left(\Lambda_{X}^{*}\right)^{\circ}$ there exists a unique $\tau(x) \in \operatorname{Dom}\left(\Lambda_{X}\right)^{\circ}$, such that

$$
\Lambda_{X}^{*}(x)=\langle x, \tau(x)\rangle-\Lambda_{X}(\tau(x))
$$

with $\tau(x)=\left(\nabla_{\tau} \Lambda_{X}\right)^{-1}(x)$,
(5) the interior of the effective domain of $\Lambda_{X}^{*}$ is given by

$$
\operatorname{Dom}\left(\Lambda_{X}^{*}\right)^{\circ}=\nabla_{\tau} \Lambda_{X}\left(\operatorname{Dom}\left(\Lambda_{X}\right)^{\circ}\right)
$$

Remark 2.2.2 For a random vector $X=\left(X_{1}, \ldots, X_{d}\right) \in \mathbb{R}^{d}$ one defines the characteristic function to be the function mapping some $t \in \mathbb{R}^{d}$ to $\mathbb{E}\left[e^{\langle i t, X\rangle}\right]$. Note here that, on the one hand, this is just the moment generating function of $X$ at a complex argument it $\in \mathbb{C}^{d}$, i.e., $\varphi_{X}(i t)=\mathbb{E}\left[e^{\langle i t, X\rangle}\right]$. On the other hand, if $X$ possesses a density $f$, due to our chosen normalization in (2.3) the characteristic function is simply the Fourier transform of $f$, that is, $\mathcal{F}(f)(t)=\mathbb{E}\left[e^{\langle i t, X\rangle}\right]$. Thus, we have

$$
\varphi_{X}(i t)=\mathbb{E}\left[e^{\langle i t, X\rangle}\right]=\mathcal{F}(f)(t)
$$

meaning that these concepts can be used interchangeably, which will be beneficial in the proofs within the following chapters.

For two random variables $X, Y$ with finite expectations we denote by $\operatorname{Cov}[X, Y]:=$ $\mathbb{E}[(X-\mathbb{E}[X])(Y-\mathbb{E}[Y])]$ their covariance and for an $\mathbb{R}^{d}$-valued random vector $X$ with finite coordinate-wise expectations we write $\operatorname{Cov}[X]$ for its covariance matrix, i.e., the $(d \times d)$ matrix of covariances of its components. For two random variables $X, Y$ with the same distribution we write $X \stackrel{\mathcal{D}}{=} Y$.

We now consider a few specific distributions of random variables. We say a real-valued random variable $X$ is gamma distributed with shape $a>0$ and rate $b>0$ if its distribution has density

$$
f_{\mathbf{G}}(x):=\frac{b^{a}}{\Gamma(a)} x^{a-1} e^{-b x} \mathbf{1}_{(0, \infty)}(x), \quad x \in \mathbb{R}
$$

with respect to the Lebesgue measure on $\mathbb{R}$. We denote this by $X \sim \mathbf{G}(a, b)$. For $a=1$ we call this an exponential distribution and write $X \sim \mathbf{E}(b)$. Similarly, we say a real-valued random variable $X$ is beta distributed with parameters $a, b>0$ if its distribution has Lebesgue density

$$
f_{\mathbf{B}}(x):=\frac{1}{B(a, b)} x^{a-1}(1-x)^{b-1} \mathbf{1}_{(0,1)}(x), \quad x \in \mathbb{R}
$$

and write $X \sim \mathbf{B}(a, b)$. Note the well-known relation between the gamma and beta distribution, stating that for independent $X \sim \mathbf{G}(a, c)$ and $Y \sim \mathbf{G}(b, c)$ it holds that

$$
\begin{equation*}
\frac{X}{X+Y} \sim \mathbf{B}(a, b) \tag{2.6}
\end{equation*}
$$

Finally, we say a real-valued random variable $X$ has a generalized Gaussian distribution if its distribution has Lebesgue density

$$
f_{\mathrm{gen}}(x):=\frac{b}{2 a \Gamma\left(\frac{1}{b}\right)} e^{-(|x-\mu| / a)^{b}}, \quad x \in \mathbb{R}
$$

where $\mu \in \mathbb{R}$ and $a, b>0$, and denote this by $X \sim \mathbf{N}_{\text {gen }}(\mu, a, b)$.
As mentioned in the introduction and as will be shown in further detail in Section 2.4.1, the generalized Gaussian distributions are intimately connected to the geometry of $\ell_{p_{-}^{n}}$ balls and serve as the essential building block when constructing useful probabilistically equivalent representations for random vectors in with a wide variety of distributions. For these constructions we will be using the specific generalized Gaussian distributions $\mathbf{N}_{p}:=\mathbf{N}_{\text {gen }}\left(0, p^{1 / p}, p\right)($ for $p \in(0, \infty))$ with density

$$
f_{\mathbf{N}_{p}}(x):=\frac{1}{2 p^{1 / p} \Gamma\left(1+\frac{1}{p}\right)} e^{-|x|^{p} / p}, \quad x \in \mathbb{R},
$$

and $\tilde{\mathbf{N}}_{p}:=\mathbf{N}_{\text {gen }}(0,1, p)$, which has density

$$
f_{\tilde{\mathbf{N}}_{p}}(x):=\frac{1}{2 \Gamma\left(1+\frac{1}{p}\right)} e^{-|x|^{p}}, \quad x \in \mathbb{R} .
$$

We will refer to random variables $X$ with distribution $\mathbf{N}_{p}$ or $\tilde{\mathbf{N}}_{p}$ as having p-generalized Gaussian distribution (it will always be clear from context which concrete distribution we will be referring to). Note that for $p=2$ it holds that $\mathbf{N}_{2}$ is simply the standard normal distribution.

Remark 2.2.3 In the literature both $\mathbf{N}_{p}$ and $\tilde{\mathbf{N}}_{p}$ are used. For example, the papers $[4,5,36,69,70,71,74]$ consider $\mathbf{N}_{p}$, while $[13,62,63,72,106]$ work with $\tilde{\mathbf{N}}_{p}$. This results merely in different normalization factors when constructing probabilistic representations. The results within this thesis are also reflective of this, as in Chapter 3 we use $\tilde{\mathbf{N}}_{p}$, whereas in Chapter 4 and Chapter 5 we employ $\mathbf{N}_{p}$, as this is most appropriate to the respective research contexts of the related publications [72] and [69, 70, 71].

For $X \sim \mathbf{N}_{p}$ and $r>0$ the $r$-th absolute moment of $X$ is given by

$$
\begin{equation*}
\mathbb{E}\left[|X|^{r}\right]=\frac{p^{r / p}}{r+1} \frac{\Gamma\left(1+\frac{r+1}{p}\right)}{\Gamma\left(1+\frac{1}{p}\right)}, \tag{2.7}
\end{equation*}
$$

which can be seen from [61, Lemma 4.1].

### 2.3 Large deviations theory

In this chapter large deviations theory is briefly introduced. We begin with the basic ideas of the theory, including the general definition of a large deviation principle, and then present the methodological toolbox of large deviations theory, i.e., a collection of useful results we will often rely on throughout this thesis. For further background on large deviations and proofs of the related results presented in this section we refer the reader to the monographs $[29,30,67]$.

### 2.3.1 Idea of the theory

At the end of the general introduction in Section 1.1 a rough draft of the goals of large deviations theory was given, i.e., that it intends to - roughly speaking - characterize the probabilistic decay of sequences of rare events. But let us start with a well-known concrete example and then expand out to more general settings.

For a sequence $\left(X_{n}\right)_{n \in \mathbb{N}}$ of i.i.d. real-valued random variables with $\mathbb{E}\left[X_{1}\right]=\mu<\infty$ denote by $\left(S_{n}\right)_{n \in \mathbb{N}}$ the sequence of their partial sums

$$
S_{n}:=\sum_{i=1}^{n} X_{i}
$$

We know from the law of large numbers that the sequence $\left(\frac{1}{n} S_{n}\right)_{n \in \mathbb{N}}$ of the empirical averages converges almost surely to $\mu$ as $n$ tends to infinity. Hence, we know that the
probability of a deviation of $S_{n}$ from its expectation $n \mu$ of order $n$ converges to 0 in $n \in \mathbb{N}$, that is, for any $x>0$ it holds that

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left(\left|S_{n}-n \mu\right| \geq n x\right)=0
$$

However, we do not know how exactly this convergence to zero - that is, this probabilistic decay - of the deviation probabilities takes place, both in terms of the sequence parameter $n \in \mathbb{N}$ and the deviation size $x$. The CLT tells us, given $\sigma^{2}:=\operatorname{Var}\left[X_{1}\right] \in(0, \infty)$, that $\frac{1}{\sqrt{n}}\left(S_{n}-n \mu\right)$ converges in distribution to a normal distribution $\mathcal{N}\left(0, \sigma^{2}\right)$ as $n$ tends to infinity, and therefore

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left(\left|S_{n}-n \mu\right| \geq \sqrt{n} x\right)=1-\frac{1}{\sqrt{2 \pi \sigma^{2}}} \int_{-x}^{x} e^{-y^{2} / 2 \sigma^{2}} \mathrm{~d} y
$$

This means the probability for a deviation of $S_{n}$ from $n \mu$ of order $\sqrt{n}$ is approximately Gaussian. The Berry-Esseen Theorem (see [114, Theorem 2.1.3]) additionally yields that the error of the Gaussian approximation given by the CLT is of order $n^{-1 / 2}$, meaning we also have a rate of convergence for the above. Deviations of order up to $\sqrt{n}$ are often refered to as "Gaussian fluctuations" or "normal deviations", as they are characterized via the CLT. Beyond order $\sqrt{n}$ one talks about moderate deviations (of order between $\sqrt{n}$ and $n$ ) and large deviations (of order $n$ and higher), the latter of which is the main area of focus of this thesis.

Note that the CLT yields a limiting normal distribution - and hence Gaussian behaviour of fluctuations of order up to $\sqrt{n}$ - regardless of the underlying distribution of the involved random variables $X_{i}$, given the necessary moment-conditions. The CLT is therefore very universal in this regard.

Turning our focus to large deviations, in the previous context of the empirical average one can rewrite deviation probabilities for some $x>\mathbb{E}\left[X_{1}\right]$ using the moment generating function $\varphi_{X}$ of the $X_{i}$. Assume that $\varphi_{X}(\tau)<\infty$ for all $\tau \in \mathbb{R}$, then it follows from Markov's inequality that for $\tau>0$,

$$
\mathbb{P}\left(S_{n} \geq n x\right)=\mathbb{P}\left(e^{\tau S_{n}} \geq e^{\tau n x}\right) \leq e^{-\tau n x} \mathbb{E}\left[e^{\tau S_{n}}\right]=e^{-\tau n x} \varphi_{X}(\tau)^{n}=e^{-n\left[\tau x-\log \varphi_{X}(\tau)\right]}
$$

(cf. [81, Equation (1.1.2)]). Since one intends to give the best possible estimate of the above, optimizing for $\tau>0$ gives

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{1}{n} \log \mathbb{P}\left(S_{n} \geq n x\right) \leq-\sup _{\tau>0}\left[\tau x-\log \varphi_{X}(\tau)\right]=\Lambda_{X}^{*}(x) \tag{2.8}
\end{equation*}
$$

where $\Lambda_{X}^{*}$ is the Legendre-Fenchel transform of the cumulant generating function $\Lambda_{X}(\tau)=\log \varphi_{X}(\tau)$ of the $X_{i}$ (the supremum can be considered over all $\tau \in \mathbb{R}$, since for $x>0$ we have $\tau(x)>0$, as shown in [81, Lemma 1.4.1], so the above reformulation is admissible). For a given $x>0$ the corresponding $\tau(x) \in \mathbb{R}$ at which the supremum is attained is the solution to the equation

$$
\begin{equation*}
x=\frac{\partial}{\partial \tau} \Lambda_{X}(\tau(x))=\frac{\mathbb{E}\left[X e^{\tau(x) X}\right]}{\mathbb{E}\left[e^{\tau(x) X}\right]} \tag{2.9}
\end{equation*}
$$

We have seen in Lemma 2.2.1 that for $X$ not being almost surely constant and $x \in$ $\operatorname{Dom}\left(\Lambda_{X}^{*}\right)^{\circ}$ such a $\tau(x) \in \operatorname{Dom}\left(\Lambda_{X}\right)^{\circ}$ exists and is unique. Thereby we already have a way to describe the probabilistic decay of deviations of order $n \in \mathbb{N}$ via

$$
\mathbb{P}\left(S_{n} \geq n x\right) \leq e^{-n\left[\Lambda_{X}^{*}(x)+o(1)\right]}
$$

again denoting by $o(1)$ a sequence that tends to zero as $n \rightarrow \infty$.
We note that, as remarked in [81, p.2], an additional take-away of (2.9) is that transforming $X$ with the density $e^{\tau(x) X} / \varphi_{X}(\tau(x))$ yields a new random variable with expectation $x$. This fact, or rather its multi-dimensional counterpart, will be an essential tool in Chapter 5, therein referred to as an exponential measure tilt.

In addition to (2.8), one can show that $\Lambda_{X}^{*}$ is also a lower bound for logarithmic deviation probabilities of the empirical average, that is, that in the limit there holds an equality. This, in fact, is the well-known theorem of Cramér (cf. [30, Theorem I.4]).

Proposition 2.3.1 Let $\left(X_{i}\right)_{i \in \mathbb{N}}$ be a family of i.i.d. random variables such that for all $t \in \mathbb{R}$ it holds that $\varphi_{X}(t)<\infty$. Then for every $x>\mathbb{E}\left[X_{1}\right]$

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \log \mathbb{P}\left(\frac{1}{n} S_{n} \geq x\right)=-\Lambda_{X}^{*}(x)
$$

As shown in [29, Corollary 6.1.6] the condition that $\varphi_{X}(t)<\infty$ for all $t \in \mathbb{R}$ in the theorem of Cramér can be relaxed to $\varphi_{X}$ being merely finite in a neighbourhood around zero, while still retaining the same results. Since we will only work with the multidimensional version of Cramér's theorem, which will be presented in Proposition 2.3.3, we will only include said relaxation of the condition therein, as the one-dimensional version serves just to illustrate the core concepts of the theorem and large deviations theory overall.

Hence, we know that for sequences of real-valued i.i.d.random variables with sufficiently finite exponential moments we can characterize the large deviation behaviour of their empirical averages via the Legendre-Fenchel transform of their cumulant generating function, i.e.,

$$
\begin{equation*}
\mathbb{P}\left(\frac{1}{n} S_{n} \geq x\right)=e^{-n\left[\Lambda_{X}^{*}(x)+o(1)\right]} \tag{2.10}
\end{equation*}
$$

Of course there are other sequences of random variables in other spaces for which one would also like to characterize the large deviation behaviour in a manner such as (2.10), i.e., describe the probabilistic decay of large deviation events via two functions, one depending on the sequence parameter and one on the size of the deviation. In general, one would like such a description for general sequences of probability distributions on Polish spaces as well, that is, separable and completely metrizable topological spaces. Finding the functions that allow this is one of the main goals of large deviations theory, and the capability of describing logarithmic probabilities in such a fashion is referred to as a large deviation principle (LDP). While the theorem of Cramér was established in the 1930's, the following formal and substantially more general definition of an LDP is due to work of Varhadan (see $[112,113]$ ), who incorporated previous results like those of Cramér into an overarching field of study. If $\mathbb{X}$ is a topological space, we write $\mathcal{B}(\mathbb{X})$ for the $\sigma$-field of Borel sets in $\mathbb{X}$. If $\mathbb{X}$ is separable and completely metrizable, we call $\mathbb{X}$ a Polish space.

Definition 2.3.2 Let $\mathbb{X}$ be a Polish space equipped with the Borel $\sigma$-field $\mathcal{B}(\mathbb{X})$ and $\left(\mathbf{P}_{n}\right)_{n \in \mathbb{N}}$ a sequence of probability measures on $\mathbb{X}$. We say that $\left(\mathbf{P}_{n}\right)_{n \in \mathbb{N}}$ satisfies a large deviation principle on $\mathbb{X}$ if there are two functions $s: \mathbb{N} \rightarrow(0, \infty)$, such that $s(n) \rightarrow \infty$ as $n \rightarrow \infty$, and $\mathcal{I}: \mathbb{X} \rightarrow[0, \infty]$, such that $\mathcal{I}$ is lower semi-continuous and
a) $\liminf _{n \rightarrow \infty} \frac{1}{s(n)} \log \mathbf{P}_{n}(O) \geq-\mathcal{I}(O) \quad$ for all $O \in \mathcal{B}(\mathbb{X})$ open,
b) $\underset{n \rightarrow \infty}{\lim \sup } \frac{1}{s(n)} \log \mathbf{P}_{n}(C) \leq-\mathcal{I}(C) \quad$ for all $C \in \mathcal{B}(\mathbb{X})$ closed,
where for $B \in \mathcal{B}(\mathbb{X})$ we define $\mathcal{I}(B):=\inf _{x \in B} \mathcal{I}(x)$. We call $s(\cdot)$ the speed and $\mathcal{I}(\cdot)$ the rate function. We say that $\mathcal{I}(\cdot)$ is a good rate function, if it has compact sublevel sets. Further, we say that $\left(\mathbf{P}_{n}\right)_{n \in \mathbb{N}}$ satisfies a weak LDP on $\mathbb{X}$ if a) holds but b) only needs to hold for compact sets.

For sequences $\left(X_{n}\right)_{n \in \mathbb{N}}$ of random variables one applies the above definition to the sequence of their distributions. Hence, we see that the theorem of Cramér in Proposition 2.3.1 states that the sequence of empirical averages of real-valued i.i.d. random variables with finite exponential moments satisfies an LDP with speed $n$ and good rate function given by the Legendre-Fenchel transform of the cumulant generating function.

We have previously outlined the universality of the CLT with respect to the underlying distributions of the involved random variables. This is generally not the case for LDPs, which we can already see exemplified in the theorem of Cramér for the empirical average: as the rate function is given by the Legendre-Fenchel transform of the cumulant generating function, it is hence dependent of the underlying distribution. We thus get an impression of the higher sensitivity of large deviation results towards the distributions of the involved random variables.

Since we also apply the definition of LDPs to random measures, let us briefly address this setting as well. For a Polish space $\mathbb{X}$ we denote by $\mathcal{M}_{1}(\mathbb{X})$ the space of probability measures on $\mathbb{X}$ endowed with the topology of weak convergence and recall that $\mathcal{M}_{1}(\mathbb{X})$ is itself again Polish (see [68, Theorem 4.2, Lemma 4.3, Lemma 4.5]), e.g., when equipped with the Lévy-Prokhorov metric (see (4.4)). Then a sequence of random measures on $\mathbb{X}$ is just a sequence of random variables on $\mathcal{M}_{1}(\mathbb{X})$ and the definition of an LDP can be applied as previously.

### 2.3.2 Large deviations toolbox

In this section we present some results from large deviations theory which we will frequently use to prove the results within this thesis. We start off by formulating a multi-dimensional version of the theorem of Cramér (cf. [29, Theorem 2.2.30]) with the relaxed condition on the exponential moments established in [29, Corollary 6.1.6].

Proposition 2.3.3 Let $\left(X_{n}\right)_{n \in \mathbb{N}}$ be a sequence of i.i.d. random vectors in $\mathbb{R}^{n}$ with cumulant generating function $\Lambda_{X}$. If the origin is an interior point of $\operatorname{Dom}\left(\Lambda_{X}\right)$, then the sequence of empirical averages $\left(\frac{1}{n} S_{n}\right)_{n \in \mathbb{N}}, S_{n}:=\sum_{i=1}^{n} X_{i}$, satisfies an LDP with speed $n$ and good rate function $\mathcal{I}(\cdot)=\Lambda_{X}^{*}(\cdot)$.

Note that in the above proposition the sequence index and the dimension of the ambient space coincide, which generally does not need to be the case for the multi-dimensional Theorem of Cramér. But since we consider concentration phenomena for convex bodies as their dimension tends to infinity, it will be the case in our setting.

The upcoming proposition concerns the large deviation behaviour of two sequences of random variables with the same speed in a product space. For the result and its proof see [4, Proposition 2.4, Appendix A].

Proposition 2.3.4 Let $\mathbb{X}, \mathbb{Y}$ be Polish spaces. Let $\left(X_{n}\right)_{n \in \mathbb{N}},\left(Y_{n}\right)_{n \in \mathbb{N}}$ be sequences of random variables in $\mathbb{X}$ and $\mathbb{Y}$, respectively. Assume that $\left(X_{n}\right)_{n \in \mathbb{N}}$ and $\left(Y_{n}\right)_{n \in \mathbb{N}}$ are independent. Further assume that both $\left(X_{n}\right)_{n \in \mathbb{N}}$ and $\left(Y_{n}\right)_{n \in \mathbb{N}}$ satisfy LDPs with the same speed $s(n)$ and respective good rate functions $\mathcal{I}_{X}: \mathbb{X} \rightarrow[0, \infty]$ and $\mathcal{I}_{Y}: \mathbb{Y} \rightarrow[0, \infty]$. Consider the sequence of random variables $\left(Z_{n}\right)_{n \in \mathbb{N}}$ on $\mathbb{X} \times \mathbb{Y}$ with $Z_{n}=\left(X_{n}, Y_{n}\right)$. Then $\left(Z_{n}\right)_{n \in \mathbb{N}}$ satisfies an LDP with speed $s(n)$ and good rate function $\mathcal{I}_{Z}$ with $\mathcal{I}_{Z}(z)=$ $\mathcal{I}_{X}(x)+\mathcal{I}_{Y}(y)$ for all $z=(x, y) \in \mathbb{X} \times \mathbb{Y}$.

The next result is the so-called contraction principle and it gives a way to transport an LDP from one sequence of random variables to another by virtue of a continuous map. The result and its proof can be found in [29, Theorem 4.2.1].

Proposition 2.3.5 Let $\mathbb{X}, \mathbb{Y}$ be Polish spaces and $f: \mathbb{X} \rightarrow \mathbb{Y}$ be a continuous function. Also let $\left(X_{n}\right)_{n \in \mathbb{N}}$ be a sequence of random variables in $\mathbb{X}$ that satisfies an LDP with speed $s(n)$ and good rate function $\mathcal{I}_{X}$. Then the sequence of random variables $\left(Y_{n}\right)_{n \in \mathbb{N}}:=\left(f\left(X_{n}\right)\right)_{n \in \mathbb{N}}$ satisfies an LDP with speed $s(n)$ and good rate function $\mathcal{I}_{Y}(y)=$ $\inf \left\{\mathcal{I}_{X}(x) \mid x \in \mathbb{X}, f(x)=y\right\}$.

Remark 2.3.6 In some of the upcoming LDP results we want to use the contraction principle in the following situation. Let $\mathbb{X}, \mathbb{Y}$ be Polish spaces, $f: \mathbb{X} \rightarrow \mathbb{Y}$ a continuous map, and $\left(\mu_{n}\right)_{n \in \mathbb{N}}$ a sequence of random measures on $\mathbb{X}$. Let $\left(\mu_{n}\right)_{n \in \mathbb{N}}$ satisfy an LDP on $\mathcal{M}_{1}(\mathbb{X})$ with speed $s: \mathbb{N} \rightarrow(0, \infty)$ and rate function $\mathcal{I}_{\mu}: \mathcal{M}_{1}(\mathbb{X}) \rightarrow[0, \infty]$. We then consider the sequence of random measures $\left(\nu_{n}\right)_{n \in \mathbb{N}}$ on $\mathbb{Y}$ with $\nu_{n}=\mu_{n} \circ f^{-1}$ and want to use the contraction principle to infer an LDP for $\left(\nu_{n}\right)_{n \in \mathbb{N}}$. In this case the function that is actually "transporting" the LDP is not $f: \mathbb{X} \rightarrow \mathbb{Y}$ itself, but $F: \mathcal{M}_{1}(\mathbb{X}) \rightarrow \mathcal{M}_{1}(\mathbb{Y})$ with $F(\mu)=\mu \circ f^{-1}$. So in general the continuity of $F$ has to be given rather than that of $f$. But the latter follows directly from the continuity of $f$ by the definition of weak convergence: as discussed, equipped with, e.g., the Lévy-Prokhorov metric (see (4.4)) $\mathcal{M}_{1}(\mathbb{X})$ and $\mathcal{M}_{1}(\mathbb{Y})$ are metric spaces, hence we can show the continuity of $F$ by proving sequential continuity of $F$. This can be done with respect to the weak convergence of measures, since it is equivalent to the Lévy-Prokhorov metric (see [68, Lemma 4.3]). Let $\left(\mu_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $\mathcal{M}_{1}(\mathbb{X})$ that converges weakly to a probability measure
$\mu \in \mathcal{M}_{1}(\mathbb{X})$ as $n \rightarrow \infty$. That means that for every bounded continuous function $h: \mathbb{X} \rightarrow \mathbb{R}$ it holds that

$$
\lim _{n \rightarrow \infty} \int h(x) \mu_{n}(\mathrm{~d} x)=\int h(x) \mu(\mathrm{d} x)
$$

To show the continuity of $F$ we need to show that $F\left(\mu_{n}\right)$ converges weakly to $F(\mu)$ as $n \rightarrow \infty$. Let $h: \mathbb{Y} \rightarrow \mathbb{R}$ be a bounded continuous function. Since $f$ is continuous, we know that $(h \circ f)$ is bounded and continuous. Thus, by the weak convergence of $\left(\mu_{n}\right)_{n \in \mathbb{N}}$ we have that

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \int h(x) F\left(\mu_{n}\right)(\mathrm{d} x) & =\lim _{n \rightarrow \infty} \int h(x)\left(\mu_{n} \circ f^{-1}\right)(\mathrm{d} x) \\
& =\lim _{n \rightarrow \infty} \int(h \circ f)(x) \mu_{n}(\mathrm{~d} x) \\
& =\int(h \circ f)(x) \mu(\mathrm{d} x) \\
& =\int h(x)\left(\mu \circ f^{-1}\right)(\mathrm{d} x) \\
& =\int h(x) F(\mu)(\mathrm{d} x) .
\end{aligned}
$$

Hence, $F\left(\mu_{n}\right)$ converges weakly to $F(\mu)$ as $n \rightarrow \infty$ and thereby $F$ is continuous.

So far we have only covered LDP results for sequences of i.i.d. random variables. For sequences of non-identically distributed random variables, that do however exhibit a certain level of distributional convergence, the theorem of Gärtner-Ellis (see, e.g., [29, Theorem 2.3.6]) provides a useful way to gain an LDP.

Proposition 2.3.7 Let $\left(X^{(n)}\right)_{n \in \mathbb{N}}$ be a sequence of random variables with cumulant generating functions $\Lambda_{n}$ and $k \in[1, \infty)$. We assume that for all $t \in \mathbb{R}$ the limit $\Lambda(t):=\lim _{n \rightarrow \infty} \frac{1}{n^{k}} \Lambda_{n}\left(n^{k} t\right)$ exists in $[-\infty,+\infty]$ and that the origin is an interior point of the effective domain $\operatorname{Dom}(\Lambda)$. We furthermore assume that $\Lambda$ is lower semi-continuous and differentiable on the interior of $\operatorname{Dom}(\Lambda)$. Then the sequence $\left(X^{(n)}\right)_{n \in \mathbb{N}}$ satisfies an $L D P$ with speed $n^{k}$ and rate function $\Lambda^{*}$.

Lastly, we present a result that yields a weak LDP for a sequence of probability measures, if the limits of the logarithmic probabilities from Definition 2.3.2 have the same supremum over the base of the underlying topology (cf. [29, Theorem 4.1.11]).

Proposition 2.3.8 Let $\mathbb{X}$ be a Polish space and $\left(\mathbf{P}_{n}\right)_{n \in \mathbb{N}}$ a sequence of probability measures on $\mathbb{X}$. Further, let $\mathcal{A}$ be a base of the topology of $\mathbb{X}$. If for every $x \in \mathbb{X}$ it holds that

$$
\sup _{A \in \mathcal{A}: x \in A} \liminf _{n \rightarrow \infty} \frac{1}{n} \log \mathbf{P}_{n}(A)=\sup _{A \in \mathcal{A}: x \in A} \limsup _{n \rightarrow \infty} \frac{1}{n} \log \mathbf{P}_{n}(A),
$$

then $\left(\mathbf{P}_{n}\right)_{n \in \mathbb{N}}$ satisfies a weak LDP with speed $n$ and rate function

$$
I(x):=\sup _{A \in \mathcal{A}: x \in A} \liminf _{n \rightarrow \infty} \frac{1}{n} \log \mathbf{P}_{n}(A) .
$$

## $2.4 \quad \ell_{p}^{n}$-balls

In this section we establish the distributions on $\ell_{p}^{n}$-balls that are at the core of the results within this thesis. Furthermore, we present some probabilistic representations that are essential to their proofs. Furthermore, we list some classic polar integration tools, which are also frequently of use.

### 2.4.1 Probabilistic representation results on $\ell_{p}^{n}$-balls

As mentioned in the introduction, for $p \in(0, \infty], n \in \mathbb{N}$, and $x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$ we denote by

$$
\|x\|_{p}:= \begin{cases}\left(\sum_{i=1}^{n}\left|x_{i}\right|^{p}\right)^{1 / p} & : p<\infty \\ \max \left\{\left|x_{1}\right|, \ldots,\left|x_{n}\right|\right\} & : p=\infty\end{cases}
$$

the $\ell_{p}^{n}$-norm of $x$ (which for $p \in(0,1)$ is only a quasi-norm) and set

$$
\begin{equation*}
\mathbb{B}_{p}^{n}:=\left\{x \in \mathbb{R}^{n}:\|x\|_{p} \leq 1\right\} \quad \text { and } \quad \mathbb{S}_{p}^{n-1}:=\left\{x \in \mathbb{R}^{n}:\|x\|_{p}=1\right\} \tag{2.11}
\end{equation*}
$$

to be the unit ball and unit sphere with respect to this (quasi-)norm, respectively. We define the uniform distribution on $\mathbb{B}_{p}^{n}$ and the cone probability measure on $\mathbb{S}_{p}^{n-1}$ as

$$
\begin{equation*}
\mathbf{U}_{n, p}(\cdot):=\frac{\operatorname{vol}_{n}(\cdot)}{\operatorname{vol}_{n}\left(\mathbb{B}_{p}^{n}\right)} \quad \text { and } \quad \mathbf{C}_{n, p}(\cdot):=\frac{\operatorname{vol}_{n}(\{r x: r \in[0,1], x \in \cdot\})}{\operatorname{vol}_{n}\left(\mathbb{B}_{p}^{n}\right)} \tag{2.12}
\end{equation*}
$$

where the cone probability measure (often just called the cone measure) assigns to a set $A \subset \mathbb{S}_{p}^{n-1}$ the volume of the cone it encloses with the origin relative to the volume of $\mathbb{B}_{p}^{n}$ (see Figure 2.1).


Figure 2.1: Cone which a set $A \subset \mathbb{S}_{p}^{n-1}$ encloses with the origin for $n=2, p=2$.
Remark 2.4.1 On $\mathbb{S}_{p}^{n-1}$ one can also consider the surface measure $\sigma_{p}^{n}$, which is defined to be the sufficiently normalized ( $n-1$ )-dimensional Hausdorff measure. However, as discussed in [98, Section 3.1], the cone measure $\mathbf{C}_{n, p}$ is more canonical to consider on $\ell_{p}^{n}$-balls, as it is unique in its ability on the $\ell_{p}^{n}$-sphere to be probabilistically represented as in Proposition 2.4.2. This is due to the fact that this representation result relies heavily on polar integration arguments, and the cone measure has been shown in [93, Proposition 1] to be the unique measure on $\mathbb{S}_{p}^{n-1}$ such that the polar integration formula (2.14) holds for any integrable $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$. While $\mathbf{C}_{n, p}$ and $\sigma_{p}^{n}$ have been shown in [99] to coincide (exclusively) for $p \in\{1,2, \infty\}$, their difference in form of their total variation distance

$$
d_{T V}\left(\mathbf{C}_{n, p}, \sigma_{p}^{n}\right):=\sup \left\{\left|\mathbf{C}_{n, p}(A)-\sigma_{p}^{n}(A)\right|: A \in \mathcal{B}\left(\mathbb{S}_{p}^{n-1}\right)\right\}
$$

is bounded and was shown to decrease as $n^{-1 / 2}$ in [92].
For a random vector $X^{(n)} \in \mathbb{R}^{n}$, which is uniformly distributed on the (sufficiently scaled) standard Euclidean sphere, i.e., $n^{1 / 2} \mathbb{S}_{2}^{n-1} \subset \mathbb{R}^{n}$, and $k \in \mathbb{N}$, any $k$ coordinates $X_{i_{1}}^{(n)}, \ldots, X_{i_{k}}^{(n)}$ of $X^{(n)}$ seen as a random vector in $\mathbb{R}^{k}$ converge weakly in distribution to a Gaussian random vector. In short, for fixed $k \in \mathbb{N}$, the $k$-dimensional marginals of the uniform distribution on the high-dimensional sphere are approximately Gaussian. This result is the well-known Poincaré-Maxwell-Borel Lemma, which was shown around the start of the 20th century (see [31]). In 1991 this was generalized by Mogulski [91] and Rachev and Rüschendorf [99], who showed that for random vectors distributed according to the cone measure on the (sufficiently scaled) $\ell_{p}^{n}$-sphere, $p \in[1, \infty)$, the $k$ marginals converge to $p$-generalized Gaussian random vectors. This was incorporated by Rachev and Rüschendorf [99] and Schechtman and Zinn [106] into the following probabilistic representation for random vectors with distributions $\mathbf{C}_{n, p}$ and $\mathbf{U}_{n, p}$.

Proposition 2.4.2 Let $p \in[1, \infty), Y=\left(Y_{1}, \ldots, Y_{n}\right)$ be a random vector in $\mathbb{R}^{n}$ with $Y_{i} \sim \mathbf{N}_{p}$ i.i.d., and $U$ be an independent random variable uniformly distributed on $[0,1]$. Then
i) the random vector $\frac{Y}{\|Y\|_{p}}$ has distribution $\mathbf{C}_{n, p}$ and is independent of $\|Y\|_{p}$,
ii) the random vector $U^{1 / n} \frac{Y}{\|Y\|_{p}}$ has distribution $\mathbf{U}_{n, p}$.

For $p \in(0, \infty]$ this was generalized by Barthe, Guédon, Mendelson and Naor [13], who gave a probabilistic representation for a class of mixtures of $\mathbf{C}_{n, p}$ and $\mathbf{U}_{n, p}$. For a Borel probability measure $\mathbf{W}$ on $[0, \infty)$ they defined the class of distributions

$$
\begin{equation*}
\mathbf{P}_{n, p, \mathbf{W}}:=\mathbf{W}(\{0\}) \mathbf{C}_{n, p}+\Psi \mathbf{U}_{n, p} \tag{2.13}
\end{equation*}
$$

on $\mathbb{B}_{p}^{n}$, where $\Psi(x)=\psi\left(\|x\|_{p}\right), x \in \mathbb{B}_{p}^{n}$, is a $p$-radial density given by

$$
\psi(s)=\frac{1}{p^{n / p} \Gamma\left(\frac{n}{p}+1\right)} \frac{1}{\left(1-s^{p}\right)^{\frac{n}{p}+1}}\left[\int_{(0, \infty)} w^{\frac{n}{p}} e^{-\frac{1}{p}\left(\frac{s^{p}}{1-s^{p}}\right) w} \mathbf{W}(\mathrm{~d} w)\right], \quad 0 \leq s \leq 1
$$

and provided a convenient representation of $\mathbf{P}_{n, p, \mathbf{W}}$ via a random vector of $p$-generalized Gaussians (see Proposition 2.4.4).

The choice of $\mathbf{W}$ determines how exactly the cone measure and the uniform distribution get mixed. Heuristically, one can think of $\mathbf{W}$ as indicating how probability mass is distributed $p$-radially within $\mathbb{B}_{p}^{n}$ (see Figure 2.2).


Figure 2.2: Distributions $\mathbf{P}_{n, p, \mathbf{W}}$ of probability mass (red) within $\mathbb{B}_{p}^{n}$ for $n=2$, $p>2$ and different choices of $\mathbf{W}$ for $\mathbf{W}=\delta_{0}, \mathbf{W} \in \mathcal{M}_{1}([0, \infty))$ and $\mathbf{W}=\mathbf{E}(1)$
(from left to right).

Remark 2.4.3 It was shown in [13] that choosing $\mathbf{W}=\delta_{0}$ to be the Dirac measure at 0 yields that $\mathbf{P}_{n, p, \mathbf{W}}=\mathbf{C}_{n, p}$, and for $\mathbf{W}=\mathbf{E}(1)$, we have that $\mathbf{P}_{n, p, \mathbf{W}}=\mathbf{U}_{n, p}$. For $m \in \mathbb{N}$ choosing $\mathbf{W}=\mathbf{G}\left(\frac{m}{p}, \frac{1}{p}\right)$, i.e., a gamma distribution with shape $\frac{m}{p}$ and rate $\frac{1}{p}$, it can be shown that $\mathbf{P}_{n, p, \mathbf{W}}$ then corresponds to the projection of $\mathbf{C}_{n+m, p}$ onto its first $n$ coordinates. An analogue correspondence is given for $\mathbf{W}=\mathbf{G}\left(1+\frac{m}{p}, \frac{1}{p}\right)$ and the projection of $\mathbf{U}_{n+m, p}$ onto its first $n$ coordinates (see [13]).

Thus, the motivation behind considering this class of distributions is twofold. First, as outlined in Remark 2.4.3, they encompass many relevant distributions on $\mathbb{B}_{p}^{n}$. The second reason we consider $\mathbf{P}_{n, p, \mathbf{W}}$ specifically is the following probabilistic representation result via $p$-generalized Gaussians shown for it in [13, Theorem 3].

Proposition 2.4.4 Let $n \in \mathbb{N}$ and $p \in(0, \infty)$. Let $\mathbf{W}$ be a Borel probability measure on $[0, \infty)$ and $W$ be a random variable with $W \sim \mathbf{W}$. Further, let $X_{1}, \ldots, X_{n}$ be i.i.d. random variables with $X_{i} \sim \mathbf{N}_{p}$, which are independent of $W$. Then the random vector

$$
\frac{X}{\left(\|X\|_{p}^{p}+W\right)^{1 / p}}
$$

has distribution $\mathbf{P}_{n, p, \mathbf{W}}$ on $\mathbb{B}_{p}^{n}$ as in (2.13).

Both the class of probability measures $\mathbf{P}_{n, p, \mathbf{W}}$ and their above representation result can be formulated just as well for sequences $\left(\mathbf{W}_{n}\right)_{n \in \mathbb{N}}$ of Borel probability measures $\mathbf{W}_{n}$ on $[0, \infty)$ instead of a single fixed distribution $\mathbf{W}$. In such cases, we write

$$
\mathbf{P}_{n, p, \mathbf{W}_{n}}:=\mathbf{W}_{n}(\{0\}) \mathbf{C}_{n, p}+\Psi_{n} \mathbf{U}_{n, p}
$$

with $\Psi_{n}$ defined as previously for $\mathbf{W}_{n}$.
As mentioned in Remark 2.2.3, different research papers use different versions of $p$ generalized Gaussian distributions $\mathbf{N}_{p}$ and $\tilde{\mathbf{N}}_{p}$ for their probabilistic representations. Hence, for the sake of completeness, we shall include a version of Proposition 2.4.4 using $\tilde{\mathbf{N}}_{p}$ instead of $\mathbf{N}_{p}$, as it will be used within Chapter 3. However, for notational brevity we will keep the same naming conventions as previously for $\mathbf{P}_{n, p, \mathbf{W}}$ etc., since the differences are comparably small and the areas of applications are clearly separated, with Chapter 3 using $\tilde{\mathbf{N}}_{p}$ and Chapter 4 and Chapter 5 using $\mathbf{N}_{p}$.

Proposition 2.4.5 Let $n \in \mathbb{N}$ and $p \in(0, \infty)$. Let $\mathbf{W}$ be a Borel probability measure on $[0, \infty)$ and $W$ be a random variable with $W \sim \mathbf{W}$. Further, let $X_{1}, \ldots, X_{n}$ be i.i.d. random variables with $X_{i} \sim \tilde{\mathbf{N}}_{p}$, which are independent of $W$. Then the random vector

$$
\frac{X}{\left(\|X\|_{p}^{p}+W\right)^{1 / p}}
$$

has distribution

$$
\mathbf{P}_{n, p, \mathbf{W}}:=\mathbf{W}(\{0\}) \mathbf{C}_{n, p}+\Psi \mathbf{U}_{n, p}
$$

on $\mathbb{B}_{p}^{n}$, where $\Psi(x)=\psi\left(\|x\|_{p}\right), x \in \mathbb{B}_{p}^{n}$, is a $p$-radial density with

$$
\psi(s)=\frac{1}{\Gamma\left(\frac{n}{p}+1\right)} \frac{1}{\left(1-s^{p}\right)^{\frac{n}{p}+1}}\left[\int_{(0, \infty)} w^{\frac{n}{p}} e^{-\frac{s^{p}}{1-s s^{p}} w} \mathbf{W}(\mathrm{~d} w)\right], \quad 0 \leq s \leq 1
$$

### 2.4.2 Polar integration

At the very start of this thesis in (1.1) we discussed the Minkowski functional of a symmetric convex body $K \subset \mathbb{R}^{n}$, set to be

$$
\|x\|_{K}:=\inf \{r \in[0, \infty): x \in r K\}, \quad x \in \mathbb{R}^{n},
$$

which defines a norm $\|\cdot\|_{K}$. Generally, we say a function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is $K$-radially symmetric - or just $K$-radial, for short - if $f(x)$ is only dependent on $\|x\|_{K}$. If a probability measure's distribution function is $K$-radial, we call it a $K$-radial distribution. For the special case $K=\mathbb{B}_{p}^{n}$ we speak of $p$-radial distributions.

Since distributions given by radially symmetric densities (such as $\mathbf{P}_{n, p, \mathbf{W}_{n}}$ ) play a central role in this thesis, we need a tool to work with them efficiently. This tool is provided by the polar integration formula. Let $K \subset \mathbb{R}^{n}$, $n \in \mathbb{N}$, be a set that is star-shaped with respect to the origin and has finite non-zero volume. We define the uniform distribution on $K$ and the cone probability measure on the boundary $\partial K$ as

$$
\mathbf{U}_{K}(\cdot):=\frac{\operatorname{vol}_{n}(\cdot)}{\operatorname{vol}_{n}(K)} \quad \text { and } \quad \mathbf{C}_{K}(\cdot):=\frac{\operatorname{vol}_{n}(\{r x: r \in[0,1], x \in \cdot\})}{\operatorname{vol}_{n}(K)}
$$

respectively. We can now formulate the general version of the polar integration formula.

Lemma 2.4.6 For any set $K \subset \mathbb{R}^{n}, n \in \mathbb{N}$, that is star-shaped with respect to the origin, contains the origin in its interior, and has finite non-zero volume, and for any measurable function $h: \mathbb{R}^{n} \rightarrow \mathbb{R}$ it holds that

$$
\int_{\mathbb{R}^{n}} h(x) \mathrm{d} x=n \operatorname{vol}_{n}(K) \int_{0}^{\infty} r^{n-1} \int_{\partial K} h(r y) \mathbf{C}_{K}(\mathrm{~d} y) \mathrm{d} r .
$$

The proof of this is the same as that of Proposition 3.3 in [98], which deals with the case where $K$ is a symmetric convex body (see also [93, Proposition 1]). Note that setting $K=\mathbb{B}_{p}^{n}$ yields $\mathbf{U}_{\mathbb{B}_{p}^{n}}=\mathbf{U}_{n, p}$ and $\mathbf{C}_{\mathbb{B}_{p}^{n}}=\mathbf{C}_{n, p}$ and the polar integration formula for $\ell_{p}^{n}$-balls, i.e., for any measurable function $h: \mathbb{R}^{n} \rightarrow \mathbb{R}$ it holds that

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} h(x) \mathrm{d} x=n \operatorname{vol}_{n}\left(\mathbb{B}_{p}^{n}\right) \int_{0}^{\infty} r^{n-1} \int_{\mathbb{S}_{p}^{n-1}} h(r y) \mathbf{C}_{n, p}(\mathrm{~d} y) \mathrm{d} r . \tag{2.14}
\end{equation*}
$$

Polar integration actually plays a key role in the proofs of the probabilistic representation results in the previous section. Since we will need a polar integration formula in the non-negative orthant $\mathbb{R}_{+}^{n}$ of $\mathbb{R}^{n}$ later in Chapter 3, we will present one for that specific case.

Corollary 2.4.7 For any set $K \subset \mathbb{R}_{+}^{n}, n \in \mathbb{N}$, that is star-shaped with respect to the origin, contains the origin in its interior with respect to $\mathbb{R}_{+}^{n}$, and has finite non-zero volume, and for any measurable function $h: \mathbb{R}_{+}^{n} \rightarrow \mathbb{R}$ it holds that

$$
\int_{\mathbb{R}_{+}^{n}} h(x) \mathrm{d} x=n \operatorname{vol}_{n}(K) \int_{0}^{\infty} r^{n-1} \int_{\partial K} h(r y) \mathbf{C}_{K}(\mathrm{~d} y) \mathrm{d} r .
$$

The proof of this again follows along the same lines as that of Proposition 3.3 in [98], and hence will be omitted here.

Remark 2.4.8 Let us briefly address why we are considering $\ell_{p}^{n}$-balls specifically instead of other symmetric convex bodies, with the discussion in this remark being largely based on [98, Proposition 3.3]. As pointed out therein, probabilistic representations of Schechtman-Zinn-type as in Proposition 2.4.2 can be found for other symmetric convex bodies $K$ as well (this holds even for merely star-shaped bodies, although for these $\|\cdot\|_{K}$ does not define a norm as it generally is not absolutely homogeneous). For any such body $K$, a random vector $Z$ with $K$-radial distribution $\psi_{Z}$, and an independent $U \sim \operatorname{Unif}[0,1]$ it holds that
i) $\frac{Z}{\|Z\|_{K}}$ has distribution $\mathbf{C}_{K}$ and is independent of $\|Z\|_{K}$,
ii) the random vector $U^{1 / n} \frac{Z}{\|Z\|_{K}}$ has distribution $\mathbf{U}_{K}$.

The important difference to $\mathbb{B}_{p}^{n}$ is, however, that by the specific shape of the Minkowski functional of $\ell_{p}^{n}$-balls we can construct a $p$-radial distribution for $Z$ such that its coordinates are i.i.d. and exhibit a convenient distribution in form of $\mathbf{N}_{p}$. For $\mathbb{B}_{p}^{n}$ the related Minkowski functional has the form

$$
\|x\|_{\mathbb{B}_{p}^{n}}=\|x\|_{p}=\left(\sum_{i=1}^{n}\left|x_{i}\right|^{p}\right)^{1 / p}
$$

which is absolutely homogeneous and for which one can construct the $p$-radial distribution

$$
\psi_{Z}\left(\|x\|_{p}\right)=\left(2 p^{1 / p} \Gamma(1+1 / p)\right)^{-n} e^{-\frac{1}{p}\|x\|_{p}^{p}}=\prod_{i=1}^{n} f_{\mathbf{N}_{p}}\left(x_{i}\right),
$$

resulting in a probabilistic representation via i.i.d. $p$-generalized Gaussians. To understand why $\ell_{p}^{n}$-balls specifically are so accessible for calculations, let us consider a more general case. Assume that for some $K \subset \mathbb{R}^{n}$ the Minkowski functional has the form

$$
\begin{equation*}
\|x\|_{K}=F\left(\sum_{i=1}^{n} f_{i}\left(x_{i}\right)\right), \tag{2.15}
\end{equation*}
$$

where the $f_{1}, \ldots, f_{n}$ are so-called Orlicz functions, that is, real-valued, even, and convex functions with $f_{i}(0)=0$ and $f_{i}\left(x_{i}\right)>0$ for $x_{i} \neq 0$ for all $i \in\{1, \ldots, n\}$, and $F$ is non-negative and invertible. Then, up to normalizing constants, one can construct a $K$-radial density

$$
\begin{equation*}
\psi_{Z}\left(\|x\|_{K}\right)=e^{-F^{-1}\left(\|x\|_{K}\right)}=e^{-\sum_{i=1}^{n} f_{i}\left(x_{i}\right)}=\prod_{i=1}^{n} e^{-f_{i}\left(x_{i}\right)} . \tag{2.16}
\end{equation*}
$$

This yields that a random vector $Z$ with $K$-radial density $\psi_{Z}$ has independent coordinates. Choosing $f_{i}=f$ for all $i \in\{1, \ldots, n\}$ then yields that the coordinates of $Z$ are identically distributed as well. Using such Orlicz functions $f$ and $f_{1}, \ldots, f_{n}$, one can define the objects

$$
\mathbb{B}_{f}^{n}:=\left\{x \in \mathbb{R}^{n}: \sum_{i=1}^{n} f\left(x_{i}\right) \leq n\right\} \quad \text { and } \quad \mathbb{B}_{f_{1}, \ldots, f_{n}}^{n}:=\left\{x \in \mathbb{R}^{n}: \sum_{i=1}^{n} f_{i}\left(x_{i}\right) \leq n\right\},
$$

respectively called Orlicz balls and Musielak-Orlicz balls (cf. [75, Section 3.3]). These are generalizations of $\ell_{p}^{n}$-balls and have been subject to a lot of promising research (see $[3,14,35,56,60,75])$. However, it is actually the case that $\ell_{p}^{n}$-balls are in fact the only convex bodies, for which the Minkowski functional has the form as in (2.15).

This is due to the fact that for any Orlicz function except $f(x)=|x|^{p}, x \in \mathbb{R}$, the expression on the right-hand side in (2.15) does not define a norm, as the condition of absolute homogeneity is not satisfied. If we postulate an Orlicz function $f$ to be absolutely homogeneous of some degree $\alpha>0$, it directly follows that $f(x)=|x|^{\alpha} f(1)$, yielding the Orlicz function corresponding to $\ell_{p}^{n}$-balls up to a constant $f(1)$. Thus, Orlicz balls are an interesting and promising area of research, and they do allow for a general Schechtman-Zinn-type probabilistic representation as above, but the corresponding radial density does not factorize, and therefore, one cannot represent a random vector from an Orlicz ball via a random vector with i.i.d. coordinates that have some distribution analogue to $\mathbf{N}_{p}$.

So, overall, one can see that while the $\ell_{p}^{n}$-balls are not alone in the fact that there exist very general Schechtman-Zinn-type representations, they do, however, combine this with the specific convenient structure of their Minkowski functional, which is both absolutely homogeneous and results in the probabilistic representations to be made up of i.i.d. $p$-generalized Gaussians, making those representations specifically useful and thereby $\ell_{p}^{n}$-balls very accessible for calculations.

## Chapter 3

## Weighted $p$-radial distributions on Euclidean and matrix p-balls

This chapter extends the probabilistic representation result of [13] in Proposition 2.4.5 from the previous class of $p$-radial distributions $\mathbf{P}_{n, p, \mathbf{W}}$ by an additional homogeneous weight function $f$, denoted by $\mathbf{P}_{n, p, \mathbf{W}, f}$. These distributions are based on weighted versions of the cone measure and the uniform distribution, $\mathbf{C}_{n, p, f}$ and $\mathbf{U}_{n, p, f}$, for which we will first derive Schechtman-Zinn-type representations as in Proposition 2.4.2.

We then turn from Euclidean space $\mathbb{R}^{n}$ to the spaces of self-adjoint and non-self-adjoint $(n \times n)$ matrices and consider analogues of the $\ell_{p}^{n}$-balls therein, which we will call matrix $p$-balls. We make use of the previously derived representation result for weighted $p$-radial distributions on Euclidean p-balls to derive the eigenvalue distribution and singular value distribution of random matrices with (unweighted) $p$-radial distribution on those matrix $p$-balls.

As an application, we show large deviation principles both for the empirical measure of random vectors with weighted $p$-radial distribution in Euclidean $p$-balls and for the empirical spectral measure of random matrices with $p$-radial distributions in matrix $p$-balls. For both cases, we chose $\mathbf{P}_{n, p, \mathbf{W}}$ and its matrix-analogue for a $\mathbf{W}_{n}$ that varies in $n \in \mathbb{N}$, for which different limiting distributions of $\mathbf{W}_{n}$ encapsulate several concrete distributions on Euclidean and matrix $p$-balls.

### 3.1 Preliminaries

Since the representation results for weighted $p$-radial distributions are often tailored to their further use for matrix $p$-balls, we begin by establishing matrix $p$-balls and the distributions on them which are of interest. Further, we will need quite a few Laplace integration results to show the aforementioned large deviation principles, therefore we will also present them here.

### 3.1.1 Matrix $p$-balls

Let $\mathbb{F}_{\beta}$ be the real numbers (if $\beta=1$ ), the complex numbers (if $\beta=2$ ) or the Hamiltonian quaternions (if $\beta=4$ ). For $n \in \mathbb{N}$ and $\beta \in\{1,2,4\}$ we let $\mathscr{M}_{n}\left(\mathbb{F}_{\beta}\right)$ be the space of $(n \times n)$ matrices with entries from $\mathbb{F}_{\beta}$. For a matrix $A \in \mathscr{M}_{n}\left(\mathbb{F}_{\beta}\right)$ let $A^{*}$ be the adjoint of $A$. It is well known that, together with the scalar product $\langle A, B\rangle_{\mu}:=\operatorname{Re} \operatorname{Tr}\left(A B^{*}\right)$, $\mathscr{M}_{n}\left(\mathbb{F}_{\beta}\right)$ becomes a Euclidean vector space. By $\operatorname{vol}_{\beta, n}(\cdot)$ we denote the volume on $\mathscr{M}_{n}\left(\mathbb{F}_{\beta}\right)$ corresponding to this scalar product. We can now introduce the self-adjoint matrix space $\mathscr{H}_{n}\left(\mathbb{F}_{\beta}\right):=\left\{A \in \mathscr{M}_{n}\left(\mathbb{F}_{\beta}\right): A=A^{*}\right\}$. For each $A \in \mathscr{H}_{n}\left(\mathbb{F}_{\beta}\right)$ we denote by $\lambda_{1}(A) \leq \ldots \leq \lambda_{n}(A)$ the (real) eigenvalues of $A$ (see [6, Appendix E] for a formal definition in the case $\beta=4$ ) and define $\lambda(A):=\left(\lambda_{1}(A), \ldots, \lambda_{n}(A)\right) \in \mathbb{R}^{n}$. For $0<p \leq \infty$ the self-adjoint matrix $p$-ball in $\mathscr{H}_{n}\left(\mathbb{F}_{\beta}\right)$ is defined as

$$
\mathbb{B}_{p, \beta}^{n, \mathscr{H}}:=\left\{A \in \mathscr{H}_{n}\left(\mathbb{F}_{\beta}\right):\|\lambda(A)\|_{p} \leq 1\right\}
$$

where we interpret the condition as $\max \left\{\left|\lambda_{1}(A)\right|, \ldots,\left|\lambda_{n}(A)\right|\right\} \leq 1$ if $p=\infty$. Similarly, let

$$
\mathbb{S}_{p, \beta}^{n-1, \mathscr{H}}:=\left\{A \in \mathscr{H}_{n}\left(\mathbb{F}_{\beta}\right):\|\lambda(A)\|_{p}=1\right\}
$$

be the self-adjoint matrix $p$-sphere. The uniform distribution on $\mathbb{B}_{p, \beta}^{n, \mathscr{H}}$ and the cone probability measure on $\mathbb{S}_{p, \beta}^{n-1, \mathscr{H}}$ are denoted by $\mathbf{U}_{n, p, \beta}^{\mathscr{\ell}}$ and $\mathbf{C}_{n, p, \beta}^{\mathscr{L}}$, respectively.
In the self-adjoint case, one can identify the matrix $p$-balls by virtue of the eigenvalues. We now consider the non-self-adjoint case, where this will be done via the singular values. For $A \in \mathscr{M}_{n}\left(\mathbb{F}_{\beta}\right), n \in \mathbb{N}$, we denote by $s_{1}(A) \leq \ldots \leq s_{n}(A)$ the singular values of $A$, that is, $s_{1}(A), \ldots, s_{n}(A)$ are the non-negative eigenvalues of $\sqrt{A A^{*}}$ (for the cases $\beta \in\{1,2\}$, and if $\beta=4$ we refer to [ 6 , Corollary E.13] for a formal definition) and define $s(A):=\left(s_{1}(A), \ldots, s_{n}(A)\right) \in \mathbb{R}_{+}^{n}$. Additionally, set $s^{2}(A):=\left(s_{1}^{2}(A), \ldots, s_{n}^{2}(A)\right) \in \mathbb{R}_{+}^{n}$ to be the vector of squared ordered singular values. We do so, as the coordinates of $s^{2}(A)$ are the eigenvalues of $A A^{*}$ and can hence be treated in a fashion analogue to the vector of eigenvalues without needing to account for the root-operation. For $0<p \leq \infty$
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the non-self-adjoint matrix $p$-ball is defined as

$$
\mathbb{B}_{p, \beta}^{n, \mathscr{M}}:=\left\{A \in \mathscr{M}_{n}\left(\mathbb{F}_{\beta}\right):\|s(A)\|_{p} \leq 1\right\},
$$

once again replacing the condition by $\max \left\{\left|s_{1}(A)\right|, \ldots,\left|s_{n}(A)\right|\right\} \leq 1$ if $p=\infty$. We also denote by

$$
\mathbb{S}_{p, \beta}^{n-1, \mathscr{M}}:=\left\{A \in \mathscr{M}_{n}\left(\mathbb{F}_{\beta}\right):\|s(A)\|_{p}=1\right\}
$$

the non-self-adjoint matrix $p$-sphere. The uniform distribution on $\mathbb{B}_{p, \beta}^{n, \mu l}$ is denoted by $\mathbf{U}_{n, p, \beta}^{J}$ and we let $\mathbf{C}_{n, p, \beta}^{\mu}$ be the cone probability measure on $\mathbb{S}_{p, \beta}^{n-1, \mu}$. Since the singular values are non-negative, we define the non-negative parts of the $\ell_{p}^{n}$-ball and $\ell_{p}^{n}$-sphere as $\mathbb{B}_{p,+}^{n}:=\mathbb{B}_{p}^{n} \cap \mathbb{R}_{+}^{n}$ and $\mathbb{S}_{p,+}^{n-1}:=\mathbb{S}_{p}^{n-1} \cap \mathbb{R}_{+}^{n}$. Accordingly, we define the respective uniform distribution $\mathbf{U}_{n, p,+}:=\mathbf{U}_{\mathbb{B}_{p,+}^{n}}$ and cone probability measure $\mathbf{C}_{n, p,+}:=\mathbf{C}_{\mathbb{S}_{p,+}^{n-1}}$.
We thus identify each matrix in real, complex and quaternionic space with the $n$ dimensional vector of its ordered eigen-/singular values and define the matrix $p$-balls as the set of (non-)self-adjoint matrices, whose vector of ordered eigen-/singular values has $\ell_{p}^{n}$-norm less or equal to one, i.e., lies in the Euclidean $p$-ball. This identification of matrix $p$-balls via Euclidean $p$-balls will be a running theme of this chapter. These sets of matrices, as explained in the introduction, are the finite-dimensional analogue of the unit balls of the Schatten trace classes of compact linear operators between two Hilbert spaces with singular values forming a sequence in $\ell_{p}$ and their self-adjoint counterparts.

## Remark 3.1.1

(i) Note that both $\mathscr{H}_{n}\left(\mathbb{F}_{\beta}\right)$ and $\mathscr{M}_{n}\left(\mathbb{F}_{\beta}\right)$ are Euclidean vector spaces of dimensions $\frac{\beta n(n-1)}{2}+\beta n$ and $\beta n^{2}$, respectively, and $\mathbb{B}_{p, \beta}^{n, \mathscr{H}}$ and $\mathbb{B}_{p, \beta}^{n, \mathscr{M}}$ both contain their respective origin in their interior and are star-shaped with respect to their origins, as $\|\lambda(\kappa A)\|_{p}=\kappa\|\lambda(A)\|_{p} \leq 1$ for $\kappa \in[0,1]$ (analogue for $\mathbb{B}_{p, \beta}^{n, \mu}$ ). Finally, the volumes of $\mathbb{B}_{p, \beta}^{n, \mathscr{H}}$ and $\mathbb{B}_{p, \beta}^{n, \mathscr{M}}$ are non-zero and bounded (see, e.g., $\left.[63,64]\right)$. Hence, they both satisfy the conditions of the general polar integration formula given in Lemma 2.4.6.
(ii) When referring to $\mathbb{B}_{p}^{n}$ as the "Euclidean" $\ell_{p}^{n}$-ball the term is supposed to denote the commutative setting of $\mathbb{B}_{p}^{n}$ in contrast to matrix $p$-balls $\mathbb{B}_{p, \beta}^{n, \mathscr{H}}$ and $\mathbb{B}_{p, \beta}^{n, \mathscr{M}}$ in the non-commutative setting of matrix space, despite the matrix spaces themselves being Euclidean vector spaces as well.

For a Borel probability measure $\mathbf{W}$ on $[0, \infty)$ we can now construct the analogues of the measure $\mathbf{P}_{n, p, \mathbf{W}}$ on the matrix $p$-balls $\mathbb{B}_{p, \beta}^{n, \mathscr{H}}$ and $\mathbb{B}_{p, \beta}^{n, \mathscr{M}}$ as

$$
\begin{equation*}
\mathbf{P}_{n, p, \mathbf{W}, \beta}^{\mathscr{H}}:=\mathbf{W}(\{0\}) \mathbf{C}_{n, p, \beta}^{\mathscr{H}}+\Psi^{\mathscr{H}} \mathbf{U}_{n, p, \beta}^{\mathscr{H}} \text { on } \mathbb{B}_{p, \beta}^{n, \mathscr{H}}, \tag{3.1}
\end{equation*}
$$

with $\Psi^{\mathscr{H}}(A):=\psi^{\mathscr{H}}\left(\|\lambda(A)\|_{p}\right)$ for $A \in \mathbb{B}_{p, \beta}^{n, \mathscr{H}}$, and

$$
\begin{equation*}
\mathbf{P}_{n, p, \mathbf{W}, \beta}^{\mathscr{M}}:=\mathbf{W}(\{0\}) \mathbf{C}_{n, p, \beta}^{M}+\Psi^{\mathscr{M}} \mathbf{U}_{n, p, \beta}^{M} \text { on } \mathbb{B}_{p, \beta}^{n, \mu} \tag{3.2}
\end{equation*}
$$

with $\Psi^{\mathscr{M}}(A):=\psi^{\mathscr{M}}\left(\left\|s^{2}(A)\right\|_{p}\right)$ for $A \in \mathbb{B}_{p, \beta}^{n, \mu}$, where $\psi^{\mathscr{H}}(s)$ and $\psi^{\mathscr{M}}(s)$ are $p$-radial densities given by

$$
\frac{1}{\Gamma\left(1+\frac{n+m}{p}\right)} \frac{1}{\left(1-s^{p}\right)^{\frac{n+m}{p}+1}}\left[\int_{(0, \infty)} w^{\frac{n+m}{p}} e^{-\frac{s^{p}}{1-s^{p}} w} \mathbf{W}(\mathrm{~d} w)\right], \quad 0 \leq s \leq 1
$$

with $m=\frac{\beta n(n-1)}{2}$ for $\psi^{\mathscr{H}}(s)$, and $m=\frac{\beta}{2} n^{2}-n$ for $\psi^{\mathscr{M}}(s)$.
We define our distribution classes on matrix p-balls similarly to those on Euclidean $p$-balls via a $p$-radial distribution. Although we do not yet have a probabilistic representation for $\mathbf{P}_{n, p, \mathbf{W}, \beta}^{\mathscr{L}}$ and $\mathbf{P}_{n, p, \mathbf{W}, \beta}^{\mathscr{M}}$ as in Proposition 2.4.5, we still want to analyze the eigenvalue and singular value distribution of random matrices selected on $\mathbb{B}_{p, \beta}^{n, \mathscr{H}}$ and $\mathbb{B}_{p, \beta}^{n, \mu l}$ according to these distributions. We will be able to achieve this by establishing a new connection between these distributions on matrix $p$-balls and suitably weighted distributions on Euclidean $p$-balls. In contrast to the results of Proposition 2.4.5, however, we need to account for the repulsion between the eigenvalues and singular values, hence the $p$-radial densities $\psi^{\mathscr{H}}(s), \psi^{\mathscr{M}}(s)$ look different than the $\psi$ in Proposition 2.4.5, insofar as the $n$ in $\psi$ is replaced by $n+m$, with $m$ being the degree of homogeneity $m$ of these repulsion factors. We will denote these repulsion factors of the eigen- and singular values by $\Delta_{\beta}^{c}$ and $\nabla_{\beta}^{c}$ (formal definitions will follow in Section 3.3), and as we will see, the two values for $m$ in the definitions (3.1) and (3.2) are their respective degrees of homogeneity. We will explain this in further detail in the following sections. Also, the fact that $\mathbf{P}_{n, p, \mathbf{W}, \beta}^{\mathscr{L}}$ and $\mathbf{P}_{n, p, \mathbf{W}, \beta}^{\mathscr{M}}$ are in fact probability measures will follow directly from their probabilistic representations in Theorem 3.3.1 and Theorem 3.3.5, respectively.

### 3.1.2 Asymptotic approximations for Laplace-type integrals

We will need some tools to analyze asymptotic behaviour of Laplace-type integrals to prove our large deviation results. One of them will be provided by the Laplace principle, as presented in [4, Proposition 2.10], and several useful adaptations fitting for our purposes. We begin with the former.

Proposition 3.1.2 Let $-\infty<a<b<+\infty$ and $f:[a, b] \rightarrow \mathbb{R}$ be a twice continuously differentiable function with a unique point $x_{0} \in(a, b)$ such that $f\left(x_{0}\right)=\max _{x \in[a, b]} f(x)$ and $f^{\prime \prime}\left(x_{0}\right)<0$. Further, let $h:[a, b] \rightarrow \mathbb{R}$ be a positive measurable function. Then

$$
\lim _{n \rightarrow \infty}\left(\int_{a}^{b} h(x) e^{n f(x)} \mathrm{d} x\right)\left(\sqrt{\frac{2 \pi}{n\left|f^{\prime \prime}\left(x_{0}\right)\right|}} h\left(x_{0}\right) e^{n f\left(x_{0}\right)}\right)^{-1}=1 .
$$

Remark 3.1.3 Proposition 3.1.2 effectively means that

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \log \int_{a}^{b} h(x) e^{n f(x)} \mathrm{d} x=f\left(x_{0}\right)
$$

However, we want to fit this result somewhat further to our needs. Assuming the set-up of Proposition 3.1.2, let $s^{(1)}:=\left(s_{n}^{(1)}\right)_{n \in \mathbb{N}}$ and $s^{(2)}:=\left(s_{n}^{(2)}\right)_{n \in \mathbb{N}}$ be sequences, where $s^{(1)}$ is non-negative and bounded, and $s^{(2)}$ is positive (or at least positive almost everywhere), such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n}\left|\log s_{n}^{(2)}\right|<+\infty \tag{3.3}
\end{equation*}
$$

Expanding the fraction in the Laplace principle in Proposition 3.1.2 by $s_{n}^{(2)}$ and adding

$$
\lim _{n \rightarrow \infty} \frac{s_{n}^{(1)}}{s_{n}^{(2)} \sqrt{\frac{2 \pi}{n\left|f^{\prime \prime}\left(x_{0}\right)\right|}} h\left(x_{0}\right) e^{n f\left(x_{0}\right)}},
$$

which is zero, since $s_{n}^{(1)}$ is bounded, yields that

$$
\lim _{n \rightarrow \infty}\left(s_{n}^{(1)}+s_{n}^{(2)} \int_{a}^{b} h(x) e^{n f(x)} \mathrm{d} x\right)\left(s_{n}^{(2)} \sqrt{\frac{2 \pi}{n\left|f^{\prime \prime}\left(x_{0}\right)\right|}} h\left(x_{0}\right) e^{n f\left(x_{0}\right)}\right)^{-1}=1
$$

Thus, we have that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \log \left[s_{n}^{(1)}+s_{n}^{(2)} \int_{a}^{b} h(x) e^{n f(x)} \mathrm{d} x\right]=\lim _{n \rightarrow \infty} \frac{1}{n} \log s_{n}^{(2)}+f\left(x_{0}\right) \tag{3.4}
\end{equation*}
$$

The last tool for analyzing asymptotic integral behaviour will be the following result by Breitung and Hohenbichler [19], that provides us with asymptotic approximations of Laplace-type integrals even if the involved functions maximize on the boundary of the integration domain, specifically at the origin. Concretely, this is the result given in [19, Lemma 4] for $n=1, k=1$, applied to functions $h$ and $f$. The parameter $\lambda$ from [19] in our setting is replaced by the integer $n \in \mathbb{N}$. Since $n=k=1$, the last condition in [19, Lemma 4] regarding the Hessian of $f$ at 0 , that is, $f^{\prime \prime}(0)$, falls away.

Proposition 3.1.4 Let $F \subset \mathbb{R}$ be a compact set with $0 \in F^{\circ}$. If
(a) $f: F \rightarrow \mathbb{R}$ and $h: F \rightarrow \mathbb{R}$ are continuous functions with $h(0) \neq 0$,
(b) $f(x)<f(0)$ for all $x \in F \cap \mathbb{R}_{+} \backslash\{0\}$,
(c) there exists a neighbourhood $V \subset F$ of 0 in which $f$ is twice continuously differentiable,
(d) $f^{\prime}(0)<0$,
then it holds that

$$
\lim _{n \rightarrow \infty}\left(\int_{F \cap \mathbb{R}_{+}} h(x) e^{n f(x)} \mathrm{d} x\right)\left(n^{-1}\left|f^{\prime}(0)\right|^{-1} h(0) e^{n f(0)}\right)=1
$$

We will only need the results from Proposition 3.1.4 to handle the asymptotics of one specific Laplace-type integral over the set $[0,1]$, where the function in the exponent maximizes on the boundary at 0 . Hence we will derive another asymptotic integral expansion result tailored specifically to our purposes.

Remark 3.1.5 For functions $h$ and $f$ as described in Proposition 3.1.4 and the set $F=[-1,1]$ it holds that

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \log \int_{0}^{1} h(x) e^{n f(x)} \mathrm{d} x=\lim _{n \rightarrow \infty} \frac{1}{n} \log \int_{[-1,1] \cap \mathbb{R}_{+}} h(x) e^{n f(x)} \mathrm{d} x=f(0)
$$

By the same arguments as in Remark 3.1.3 it also holds that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \log \left[s_{n}^{(1)}+s_{n}^{(2)} \int_{0}^{1} h(x) e^{n f(x)} \mathrm{d} x\right]=\lim _{n \rightarrow \infty} \frac{1}{n} \log s_{n}^{(2)}+f(0) \tag{3.5}
\end{equation*}
$$

for sequences $s^{(1)}:=\left(s_{n}^{(1)}\right)_{n \in \mathbb{N}}$ and $s^{(2)}:=\left(s_{n}^{(2)}\right)_{n \in \mathbb{N}}$ as described there.
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### 3.2 Weighted p-radial distributions on Euclidean p-balls

In this section, we describe a class of probability distributions on the $\ell_{p}^{n}$-ball $\mathbb{B}_{p}^{n}$ in $\mathbb{R}^{n}$ and its non-negative counterpart $\mathbb{B}_{p,+}^{n}$ in $\mathbb{R}_{+}^{n}$, generalizing the approach in [13], by allowing for an additional homogeneous weight function. To introduce our framework, we let $f: \mathbb{R}^{n} \rightarrow[0, \infty)$ be a measurable function, which we assume to be (positively) homogeneous of degree $m$ for some $m \geq 0$. By this we mean that $f(t x)=t^{m} f(x)$ for all $t \geq 0$. We also assume that $f$ is integrable with respect to the cone probability measure $\mathbf{C}_{n, p}$ on the $\ell_{p}^{n}$-sphere $\mathbb{S}_{p}^{n-1}$. In this chapter, we write $\mathscr{F}_{m}^{+}\left(\mathbb{R}^{n}\right)$ for the class of such functions (omitting its dependence on $p$ in our notation). For $p \in(0, \infty)$ and $f \in \mathscr{F}_{m}^{+}\left(\mathbb{R}^{n}\right)$ we let $C_{n, p, f} \in(0, \infty)$ be the normalization constant such that

$$
\begin{equation*}
C_{n, p, f} \int_{\mathbb{R}^{n}} f(x) e^{-\|x\|_{p}^{p}} \mathrm{~d} x=1, \tag{3.6}
\end{equation*}
$$

and denote by $\mathbf{U}_{n, p, f}$ the probability measure on $\mathbb{B}_{p}^{n}$ with density

$$
x \mapsto C_{n, p, f} \operatorname{vol}_{n}\left(\mathbb{B}_{p}^{n}\right) \Gamma\left(\frac{n+m}{p}+1\right) f(x), \quad x \in \mathbb{B}_{p}^{n}
$$

with respect to $\mathbf{U}_{n, p}$. Similarly, let $\mathbf{C}_{n, p, f}$ be the probability measure on $\mathbb{S}_{p}^{n-1}$ with density

$$
y \mapsto C_{n, p, f} n \operatorname{vol}_{n}\left(\mathbb{B}_{p}^{n}\right) p^{-1} \Gamma\left(\frac{n+m}{p}\right) f(y), \quad y \in \mathbb{S}_{p}^{n-1}
$$

with respect to $\mathbf{C}_{n, p}$. $\mathbf{U}_{n, p, f}$ and $\mathbf{C}_{n, p, f}$ are the aforementioned weighted versions of uniform distribution and cone measure, repectively.

Let us briefly show that the functions above defining $\mathbf{C}_{n, p, f}$ and $\mathbf{U}_{n, p, f}$ are in fact densities. Since $f$ is chosen to be measurable and non-negative, it only remains to check that they integrate to one over their respective domains. We start off with $\mathbf{C}_{n, p, f}$. It holds that

$$
\int_{\mathbb{S}_{p}^{n-1}} \mathbf{C}_{n, p, f}(\mathrm{~d} y)=C_{n, p, f} n \operatorname{vol}_{n}\left(\mathbb{B}_{p}^{n}\right) p^{-1} \Gamma\left(\frac{n+m}{p}\right) \int_{\mathbb{S}_{p}^{n-1}} f(y) \mathbf{C}_{n, p}(\mathrm{~d} y)
$$

Furthermore, it follows via a change of variable that

$$
\begin{equation*}
\int_{0}^{\infty} r^{n+m-1} e^{r^{p}} \mathrm{~d} r=p^{-1} \int_{0}^{\infty}\left(r^{p}\right)^{\frac{n+m}{p}-1} e^{r^{p}} \mathrm{~d} r^{p}=p^{-1} \Gamma\left(\frac{n+m}{p}\right) . \tag{3.7}
\end{equation*}
$$

Using (3.7) and the polar integration formula for $\ell_{p}^{n}$-balls (2.14), we get that

$$
\begin{aligned}
\int_{\mathbb{S}_{p}^{n-1}} \mathbf{C}_{n, p, f}(\mathrm{~d} y) & =C_{n, p, f} n \operatorname{vol}_{n}\left(\mathbb{B}_{p}^{n}\right) \int_{0}^{\infty} r^{n+m-1} e^{r^{p}} \mathrm{~d} r \int_{\mathbb{S}_{p}^{n-1}} f(y) \mathbf{C}_{n, p}(\mathrm{~d} y) \\
& =C_{n, p, f} n \operatorname{vol}_{n}\left(\mathbb{B}_{p}^{n}\right) \int_{0}^{\infty} r^{n-1} \int_{\mathbb{S}_{p}^{n-1}} f(r y) e^{r p} \mathbf{C}_{n, p}(\mathrm{~d} y) \mathrm{d} r \\
& =C_{n, p, f} \int_{\mathbb{R}^{n}} f(x) e^{\|x\|_{p}^{p}} \mathrm{~d} x \\
& =1 .
\end{aligned}
$$

Hence, the function defining $\mathbf{C}_{n, p, f}$ is in fact a density with respect to $\mathbf{C}_{n, p}$. As an auxiliary formula we get

$$
\begin{equation*}
\int_{\mathbb{S}_{p}^{n-1}} f(y) \mathbf{C}_{n, p}(\mathrm{~d} y)=\left(C_{n, p, f} n \operatorname{vol}_{n}\left(\mathbb{B}_{p}^{n}\right) p^{-1} \Gamma\left(\frac{n+m}{p}\right)\right)^{-1} \tag{3.8}
\end{equation*}
$$

We now proceed to $\mathbf{U}_{n, p, f}$. Again, using the polar integration formula for $\ell_{p}^{n}$-balls (2.14) and the above auxiliary result (3.8), we get that

$$
\begin{aligned}
\int_{\mathbb{B}_{p}^{n}} \mathbf{U}_{n, p, f}(\mathrm{~d} x) & =C_{n, p, f} \operatorname{vol}_{n}\left(\mathbb{B}_{p}^{n}\right) \Gamma\left(\frac{n+m}{p}+1\right) \int_{\mathbb{B}_{p}^{n}} f(x) \mathbf{U}_{n, p}(\mathrm{~d} x) \\
& =C_{n, p, f} \Gamma\left(\frac{n+m}{p}+1\right) \int_{\mathbb{R}^{n}} f(x) \mathbf{1}_{\mathbb{B}_{p}^{n}}(x) \mathrm{d} x \\
& =C_{n, p, f} \Gamma\left(\frac{n+m}{p}+1\right) n \operatorname{vol}_{n}\left(\mathbb{B}_{p}^{n}\right) \int_{0}^{\infty} r^{n-1} \int_{\mathbb{S}_{p}^{n-1}} f(r y) \mathbf{1}_{\mathbb{B}_{p}^{n}}(r y) \mathbf{C}_{n, p}(\mathrm{~d} y) \mathrm{d} r \\
& =C_{n, p, f} n \operatorname{vol}_{n}\left(\mathbb{B}_{p}^{n}\right) \Gamma\left(\frac{n+m}{p}+1\right) \int_{0}^{1} r^{n+m-1} \mathrm{~d} r \int_{\mathbb{S}_{p}^{n-1}} f(y) \mathbf{C}_{n, p}(\mathrm{~d} y) \\
& =C_{n, p, f} n \operatorname{vol}_{n}\left(\mathbb{B}_{p}^{n}\right) p^{-1} \Gamma\left(\frac{n+m}{p}\right) \int_{\mathbb{S}_{p}^{n-1}} f(y) \mathbf{C}_{n, p}(\mathrm{~d} y) \\
& =1 .
\end{aligned}
$$

As mentioned in Section 3.1.1, the singular values of a matrix are non-negative and therefore, as we will see in Section 3.3.2, the vector of singular values is distributed on $\mathbb{B}_{p,+}^{n}$ and $\mathbb{S}_{p,+}^{n-1}$. For $p \in(0, \infty)$ and $f \in \mathscr{F}_{m}^{+}\left(\mathbb{R}_{+}^{n}\right)$ we define a constant $C_{n, p, f,+}$
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and distributions $\mathbf{U}_{n, p, f,+}$ and $\mathbf{C}_{n, p, f,+}$ analogue to the above with respect to $\mathbb{B}_{p,+}^{n}$ and $\mathbb{S}_{p,+}^{n-1}$. We want to formulate all results in this section for both the classical $\ell_{p}^{n}$-balls and -spheres and their non-negative counterparts. However, as the proofs work in an entirely analogue fashion, for the sake of brevity we will use the index $\boxplus$ with all relevant quantities, indicating that any given result can be formulated with and without a " + " in the index of these quantities, i.e., for both $\mathbb{B}_{p}^{n}, \mathbb{S}_{p}^{n-1}$ and $\mathbb{B}_{p,+}^{n}, \mathbb{S}_{p,+}^{n-1}$. The relevant proof will then always be carried out for $\mathbb{B}_{p}^{n}$ and $\mathbb{S}_{p}^{n-1}$, and only the changes necessary in the non-negative case pointed out, if any need to be made.

In the next lemma we derive probabilistic representations of the distributions $\mathbf{U}_{n, p, f, \text { © }}$ and $\mathbf{C}_{n, p, f, \boxplus}$. This was proven in [63, Lemma 4.2] for the classical case in $\mathbb{R}^{n}$ and the proof here works completely analogously.

Lemma 3.2.1 Let $0<p<\infty$ and $f \in \mathscr{F}_{m}^{+}\left(\mathbb{R}_{\boxplus}^{n}\right)$ for some $m \geq 0$. Further, let $X=\left(X_{1}, \ldots, X_{n}\right)$ be a random vector with joint density $C_{n, p, f, \boxplus} e^{-\|x\|_{p}^{p}} f(x), x \in \mathbb{R}_{\boxplus}^{n}$.
(i) Then the random vector $\frac{X}{\|X\|_{p}}$ has distribution $\mathbf{C}_{n, p, f, \boxplus}$ and $\frac{X}{\|X\|_{p}}$ and $\|X\|_{p}$ are independent.
(ii) Independently of $X$, let $U$ be uniformly distributed on $[0,1]$. Then $U^{\frac{1}{n+m}} \frac{X}{\|X\|_{p}}$ has distribution $\mathbf{U}_{n, p, f, \text { © }}$.

Proof. Consider a non-negative measurable function $h: \mathbb{S}_{p}^{n-1} \rightarrow \mathbb{R}$. We use the polar integration formula for $\ell_{p}^{n}$-balls (2.14) as well as the homogeneity of $f$ to deduce that

$$
\begin{aligned}
\mathbb{E} h\left(\frac{X}{\|X\|_{p}}\right) & =C_{n, p, f} \int_{\mathbb{R}^{n}} f(x) e^{-\|x\|_{p}^{p}} h\left(\frac{x}{\|x\|_{p}}\right) \mathrm{d} x \\
& =C_{n, p, f} n \operatorname{vol}_{n}\left(\mathbb{B}_{p}^{n}\right) \int_{0}^{\infty} r^{n+m-1} e^{-r^{p}} \mathrm{~d} r \int_{\mathbb{S}_{p}^{n-1}} f(y) h(y) \mathbf{C}_{n, p}(\mathrm{~d} y) \\
& =C_{n, p, f} n \operatorname{vol}_{n}\left(\mathbb{B}_{p}^{n}\right) p^{-1} \Gamma\left(\frac{n+m}{p}\right) \int_{\mathbb{S}_{p}^{n-1}} f(y) h(y) \mathbf{C}_{n, p}(\mathrm{~d} y) \\
& =\int_{\mathbb{S}_{p}^{n-1}} h(y) \mathbf{C}_{n, p, f}(\mathrm{~d} y) .
\end{aligned}
$$

This proves the claim in (i). To show (ii), let $h: \mathbb{B}_{p}^{n} \rightarrow \mathbb{R}$ be a non-negative measurable function. We notice that if $U$ is uniformly distributed on $[0,1]$, the random variable $U^{\frac{1}{n+m}}$ has density $r \mapsto(n+m) r^{n+m-1}, r \in[0,1]$, with respect to the Lebesgue measure
on $[0,1]$. Using the result from part (i), the homogeneity of $f$, and the polar integration formula for $\ell_{p}^{n}$-balls (2.14), we find that
$\mathbf{E} h\left(U^{\frac{1}{n+m}} \frac{X}{\|X\|_{p}}\right)$

$$
\begin{aligned}
& =C_{n, p, f} n \operatorname{vol}_{n}\left(\mathbb{B}_{p}^{n}\right) p^{-1} \Gamma\left(\frac{n+m}{p}\right) \int_{0}^{1}(n+m) r^{n+m-1} \int_{\mathbb{S}_{p}^{n-1}} f(y) h(r y) \mathbf{C}_{n, p}(\mathrm{~d} y) \mathrm{d} r \\
& =C_{n, p, f} \Gamma\left(\frac{n+m}{p}\right) \frac{n+m}{p} n \operatorname{vol}_{n}\left(\mathbb{B}_{p}^{n}\right) \int_{0}^{1} r^{n-1} \int_{\mathbb{S}_{p}^{n-1}} f(r y) h(r y) \mathbf{C}_{n, p}(\mathrm{~d} y) \mathrm{d} r \\
& =C_{n, p, f} \Gamma\left(\frac{n+m}{p}+1\right) \int_{\mathbb{B}_{p}^{n}} f(x) h(x) \mathrm{d} x \\
& =C_{n, p, f} \operatorname{vol}_{n}\left(\mathbb{B}_{p}^{n}\right) \Gamma\left(\frac{n+m}{p}+1\right) \int_{\mathbb{B}_{p}^{n}} f(x) h(x) \mathbf{U}_{n, p}(\mathrm{~d} x) . \\
& =\int_{\mathbb{B}_{p}^{n}} h(x) \mathbf{U}_{n, p, f}(\mathrm{~d} x) .
\end{aligned}
$$

The proof for $\mathbb{B}_{p}^{n}$ and $\mathbb{S}_{p}^{n-1}$ is thus complete. In the non-negative setting one proceeds in the same way, but applies the non-negative polar integration formula from Corollary 2.4.7 for $K=\mathbb{B}_{p,+}^{n}$.

Remark 3.2.2 Note, that the distribution of a random vector $X$ with joint density $C_{n, p, f} e^{-\|x\|_{p}^{p}} f(x), x \in \mathbb{R}^{n}$, is just the $n$-fold product distribution $\tilde{\mathbf{N}}_{p}^{\otimes n}$ of the $p$ generalized Gaussian distribution $\tilde{\mathbf{N}}_{p}$, weighted by the function $f$ (and appropriately renormalized). So the distribution $\tilde{\mathbf{N}}_{p}$ is in fact the core building block of the probabilistic representations, but is somewhat implicit in the density of the random vector. In the non-negative case $\tilde{\mathbf{N}}_{p}$ is replaced by the truncated and renormalized version of $\tilde{\mathbf{N}}_{p}$ in this role.

Next we present the main result of this section. As stated previously, it is a more general version of [13, Theorem 3] including a homogeneous weight function. Plugging in the function $f \equiv 1$, which is homogeneous of degree $m=0$, yields the original results of [13], again as in Proposition 2.4.5. The proof will work along the lines of that in [13] and relies on multiple applications of the polar integration formula.
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Theorem 3.2.3 Let $\mathbf{W}$ be a Borel probability measure on $[0, \infty)$. Let $0<p<\infty$ and $f \in \mathscr{F}_{m}^{+}\left(\mathbb{R}_{\boxplus}^{n}\right)$ for some $m \geq 0$. Let $X=\left(X_{1}, \ldots, X_{n}\right)$ be a random vector with density $C_{n, p, f, \boxplus} e^{-\|x\|_{p}^{p}} f(x), x \in \mathbb{R}_{\boxplus}^{n}$, and $W$ a non-negative random variable with distribution $\mathbf{W}$, which is independent of $X$. Then the random vector

$$
\frac{X}{\left(\|X\|_{p}^{p}+W\right)^{1 / p}}
$$

has distribution $\mathbf{P}_{n, p, \mathbf{W}, f, \boxplus}:=\mathbf{W}(\{0\}) \mathbf{C}_{n, p, f, \pm}+\Psi_{f} \mathbf{U}_{n, p, f, \boxplus, \text { where }} \Psi_{f}(x)=\psi_{f}\left(\|x\|_{p}\right)$, $x \in \mathbb{B}_{p, \boxplus}^{n}$, is a $p$-radial density with

$$
\psi_{f}(s)=\frac{1}{\Gamma\left(\frac{n+m}{p}+1\right)} \frac{1}{\left(1-s^{p}\right)^{\frac{n+m}{p}+1}}\left[\int_{(0, \infty)} w^{\frac{n+m}{p}} e^{-\frac{s^{p}}{1-s^{p}} w} \mathbf{W}(\mathrm{~d} w)\right], \quad 0 \leq s \leq 1
$$

Proof. Let $h: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be an arbitrary non-negative measurable function. Then,

$$
\begin{align*}
\mathbf{E} h\left(\frac{X}{\left(\|X\|_{p}^{p}+W\right)^{1 / p}}\right) & =\int_{[0, \infty)} \mathbf{E} h\left(\frac{X}{\left(\|X\|_{p}^{p}+w\right)^{1 / p}}\right) \mathbf{W}(\mathrm{d} w) \\
& =\int_{[0, \infty)} \mathbf{E} h\left(\left(\frac{\|X\|_{p}^{p}}{\|X\|_{p}^{p}+w}\right)^{1 / p} \frac{X}{\|X\|_{p}}\right) \mathbf{W}(\mathrm{d} w) \tag{3.9}
\end{align*}
$$

For fixed $w>0$ we compute the expectation under the integral sign as follows by means of the polar integration formula for $\ell_{p}^{n}$-balls (2.14):

$$
\begin{aligned}
& \left.\mathbf{E} h\left(\frac{\|X\|_{p}^{p}}{\|X\|_{p}^{p}+w}\right)^{1 / p} \frac{X}{\|X\|_{p}}\right) \\
& \quad=C_{n, p, f} \int_{\mathbb{R}^{n}} e^{-\|x\|_{p}^{p}} f(x) h\left(\left(\frac{\|x\|_{p}^{p}}{\|x\|_{p}^{p}+w}\right)^{1 / p} \frac{x}{\|x\|_{p}}\right) \mathrm{d} x \\
& \quad=n \operatorname{vol}_{n}\left(\mathbb{B}_{p}^{n}\right) C_{n, p, f} \int_{0}^{\infty} r^{n-1} e^{-r^{p}} \int_{\mathbb{S}_{p}^{n-1}} f(r y) h\left(\left(\frac{r^{p}}{r^{p}+w}\right)^{1 / p} y\right) \mathbf{C}_{n, p}(\mathrm{~d} y) \mathrm{d} r \\
& \quad=n \operatorname{vol}_{n}\left(\mathbb{B}_{p}^{n}\right) C_{n, p, f} \int_{0}^{\infty} r^{n+m-1} e^{-r^{p}} \int_{\mathbb{S}_{p}^{n-1}} f(y) h\left(\left(\frac{r^{p}}{r^{p}+w}\right)^{1 / p} y\right) \mathbf{C}_{n, p}(\mathrm{~d} y) \mathrm{d} r
\end{aligned}
$$

where, in addition, we used the assumption that $f$ is $m$-homogeneous. Applying the change of variables $r^{p}=\frac{s^{p}}{1-s^{p}} w$, we get
$\mathbf{E} h\left(\left(\frac{\|X\|_{p}^{p}}{\|X\|_{p}^{p}+w}\right)^{1 / p} \frac{X}{\|X\|_{p}}\right)$

$$
=n \operatorname{vol}_{n}\left(\mathbb{B}_{p}^{n}\right) C_{n, p, f} w^{\frac{n+m}{p}} \int_{0}^{1} \frac{s^{n+m-1}}{\left(1-s^{p}\right)^{\frac{n+m}{p}+1}} e^{-\frac{s^{p}}{1-s^{p}} w} \int_{\mathbb{S}_{p}^{n-1}} f(y) h(s y) \mathbf{C}_{n, p}(\mathrm{~d} y) \mathrm{d} s
$$

Also, we know from Lemma 3.2.1 (i) that $\frac{X}{\|X\|_{p}}$ has distribution $\mathbf{C}_{n, p, f}$, which in turn has density

$$
y \mapsto C_{n, p, f} n \operatorname{vol}_{n}\left(\mathbb{B}_{p}^{n}\right) p^{-1} \Gamma\left(\frac{n+m}{p}\right) f(y), \quad y \in \mathbb{S}_{p}^{n-1}
$$

with respect to $\mathbf{C}_{n, p}$. Thus,

$$
\begin{aligned}
& \mathbf{E} h\left(\left(\frac{\|X\|_{p}^{p}}{\left(\|X\|_{p}^{p}+w\right)^{1 / p}}\right)^{1 / p} \frac{X}{\|X\|_{p}}\right) \\
& \quad=p \Gamma\left(\frac{n+m}{p}\right)^{-1} w^{\frac{n+m}{p}} \int_{0}^{1} \frac{s^{n+m-1}}{\left(1-s^{p}\right)^{\frac{n+m}{p}+1}} e^{-\frac{s^{p}}{1-s^{p}} w} \mathbf{E} h\left(s \frac{X}{\|X\|_{p}}\right) \mathrm{d} s
\end{aligned}
$$

As a consequence, recalling (3.9), we see that

$$
\begin{align*}
& \mathbf{E} h\left(\frac{X}{\left(\|X\|_{p}^{p}+W\right)^{1 / p}}\right)-\mathbf{W}(\{0\}) \mathbf{E} h\left(\frac{X}{\|X\|_{p}}\right) \\
& =p \Gamma\left(\frac{n+m}{p}\right)^{-1} \int_{(0, \infty)} w^{\frac{n+m}{p}} \int_{0}^{1} \frac{s^{n+m-1}}{\left(1-s^{p}\right)^{\frac{n+m}{p}+1}} e^{-\frac{s^{p}}{1-s^{p}} w} \mathbf{E} h\left(s \frac{X}{\|X\|_{p}}\right) \mathrm{d} s \mathbf{W}(\mathrm{~d} w) \\
& =\frac{n+m}{\Gamma\left(\frac{n+m}{p}+1\right)} \int_{0}^{1} \frac{s^{n+m-1}}{\left(1-s^{p}\right)^{\frac{n+m}{p}+1}}\left[\int_{(0, \infty)} w^{\frac{n+m}{p}} e^{-\frac{s^{p}}{1-s p} w} \mathbf{W}(\mathrm{~d} w)\right] \mathbf{E} h\left(s \frac{X}{\|X\|_{p}}\right) \mathrm{d} s \\
& =(n+m) \int_{0}^{1} s^{n+m-1} \psi_{f}(s) \mathbf{E} h\left(s \frac{X}{\|X\|_{p}}\right) \mathrm{d} s . \tag{3.10}
\end{align*}
$$

Finally, if $\mathbf{M}$ is any probability measure on $\mathbb{B}_{p}^{n}$ with $p$-radial density $\Phi(x)=\phi\left(\|x\|_{p}\right)$, $x \in \mathbb{B}_{p}^{n}$, with respect to $\mathbf{U}_{n, p, f}$, the polar integration formula (2.14), together with Lemma 3.2.1 (i), yield the identity

$$
\begin{align*}
\int_{\mathbb{B}_{p}^{n}} h(x) \mathbf{M}(\mathrm{d} x)= & \int_{\mathbb{B}_{p}^{n}} h(x) \Phi(x) \mathbf{U}_{n, p, f}(\mathrm{~d} x) \\
= & C_{n, p, f} \Gamma\left(\frac{n+m}{p}+1\right) \int_{\mathbb{B}_{p}^{n}} h(x) \phi\left(\|x\|_{p}\right) f(x) \mathrm{d} x \\
= & (n+m) C_{n, p, f} p^{-1} \Gamma\left(\frac{n+m}{p}\right) n \operatorname{vol}_{n}\left(\mathbb{B}_{p}^{n}\right) \\
& \times \int_{0}^{1} \phi(s) s^{n+m-1} \int_{\mathbb{S}_{p}^{n-1}} f(y) h(s y) \mathbf{C}_{n, p}(\mathrm{~d} y) \mathrm{d} s \\
= & (n+m) \int_{0}^{1} \phi(s) s^{n+m-1} \mathbf{E} h\left(s \frac{X}{\|X\|_{p}}\right) \mathrm{d} s . \tag{3.11}
\end{align*}
$$

The claim follows by comparing（3．10）with（3．11）．Again，the same follows in the non－ negative setting by using the non－negative polar integration formula from Corollary 2．4．7 for $K=\mathbb{B}_{p,+}^{n}$ 。

Remark 3．2．4 Taking $f \equiv 1$ ，which is homogeneous of degree $m=0$ ，reduces $\mathbf{U}_{n, p, f, \text { 田 }}$ to $\mathbf{U}_{n, p, \boxplus \boxplus}$ on $\mathbb{B}_{p, \boxplus}^{n}$ and $\mathbf{C}_{n, p, f, \boxplus}$ to $\mathbf{C}_{n, p, \boxplus \text { ，}}$ ．As a consequence，Theorem 3．2．3 turns into ［13，Theorem 3］（see Proposition 2．4．5），as already pointed out above．

Let us now consider a few specific distributions for $\mathbf{W}$ and observe the corresponding distributions $\mathbf{P}_{n, p, \mathbf{W}, f, \boxplus}$ on $\mathbb{B}_{p, \boxplus}^{n}$ ．

Example 3．2．5 Let $f \in \mathscr{F}_{m}^{+}\left(\mathbb{R}_{\boxplus}^{n}\right)$ and $\mathbf{W}=\delta_{0}$ be the Dirac measure at 0 ．Then $\Psi_{f} \equiv 0$ and $\mathbf{W}(\{0\})=1$ ，thus for $\mathbf{P}_{n, p, \mathbf{W}, f, \pm}$ we obtain the weighted cone probability measure $\mathbf{C}_{n, p, f, \pm}$ on $\mathbb{B}_{p, \boxplus}^{n}$ ．

Example 3．2．6 Let $f \in \mathscr{F}_{m}^{+}\left(\mathbb{R}_{⿴ 囗 十}^{n}\right)$ and $\mathbf{W}=\mathbf{E}(1)$ be the exponential distribution with parameter 1．In this case，we get

$$
\begin{aligned}
\psi_{f}(s) & =\frac{1}{\Gamma\left(\frac{n+m}{p}+1\right)} \frac{1}{\left(1-s^{p}\right)^{\frac{n+m}{p}+1}}\left[\int_{(0, \infty)} w^{\frac{n+m}{p}} e^{-\frac{s^{p}}{1-s^{p}} w} \mathbf{E}(1)(\mathrm{d} w)\right] \\
& =\frac{1}{\Gamma\left(\frac{n+m}{p}+1\right)} \frac{1}{\left(1-s^{p}\right)^{\frac{n+m}{p}+1}}\left[\int_{(0, \infty)} w^{\left(\frac{n+m}{p}+1\right)-1} e^{-\frac{1}{1-s^{p}} w} \mathrm{~d} w\right]=1 .
\end{aligned}
$$

Thus， $\mathbf{P}_{n, p, \mathbf{W}, f, \boxplus}$ is the weighted uniform distribution $\mathbf{U}_{n, p, f, \boxplus}$ on $\mathbb{B}_{p, \boxplus}^{n}$.

Example 3.2.7 As a third example, we consider $f \in \mathscr{F}_{m}^{+}\left(\mathbb{R}_{\boxplus}^{n}\right)$ and $\mathbf{W}=\mathbf{G}(\alpha, 1)$ to be a gamma distribution with shape $\alpha>0$ and rate 1. In this situation the random variable $X /\left(\|X\|_{p}^{p}+W\right)^{1 / p}$ generates a beta-type distribution $\mathbf{P}_{n, p, \mathbf{W}, f, \boxplus}=\Psi_{f} \mathbf{U}_{n, p, f, \pm}$ on $\mathbb{B}_{p, \boxplus}^{n}$, whose density is a constant multiple of $x \mapsto\left(1-\|x\|_{p}^{p}\right)^{\alpha-1},\|x\|_{p} \leq 1$. To see that, we set $\mathbf{W}=\mathbf{G}(\alpha, 1)$ and compute $\psi_{f}(s)$ for $s \in[0,1]$ :

$$
\begin{aligned}
\psi_{f}(s) & =\frac{1}{\Gamma\left(\frac{n+m}{p}+1\right)} \frac{1}{\left(1-s^{p}\right)^{\frac{n+m}{p}+1}}\left[\int_{(0, \infty)} w^{\frac{n+m}{p}} e^{-\frac{s^{p}}{1-s^{p}} w} \mathbf{G}(\alpha, 1)(\mathrm{d} w)\right] \\
& =\frac{1}{\Gamma(\alpha) \Gamma\left(\frac{n+m}{p}+1\right)} \frac{1}{\left(1-s^{p}\right)^{\frac{n+m}{p}+1}}\left[\int_{(0, \infty)} w^{\left(\alpha+\frac{n+m}{p}\right)-1} e^{-\frac{1}{1-s^{p}} w} \mathrm{~d} w\right] \\
& =\frac{\Gamma\left(\alpha+\frac{n+m}{p}\right)}{\Gamma(\alpha) \Gamma\left(\frac{n+m}{p}+1\right)}\left(1-s^{p}\right)^{\alpha-1} .
\end{aligned}
$$

Remark 3.2.8 In [63, Lemma 4.2] (and Lemma 3.2.1 (ii)) we have seen a different probabilistic representation for the uniform distribution $\mathbf{U}_{n, p, f, \boxplus}$ to that in Example 3.2.7, namely $U^{\frac{1}{n+m}} \frac{X}{\|X\|_{p}}$, where $U$ is uniformly distributed on $[0,1]$ and independent of $X$. However, these two representations are equivalent. Indeed, since both are $p$-radially symmetric, it is sufficient to prove that the distributions of the $p$-norms of the random variables $U^{\frac{1}{n+m}} \frac{X}{\|X\|_{p}}$ and $\frac{X}{\left(\|X\|_{p}^{p}+W\right)^{1 / p}}$ with $W \sim \mathbf{W}=\mathbf{G}(\alpha, 1), \alpha=1$, are the same. For this we start by noticing that

$$
\mathbb{P}\left(\|X\|_{p}^{p} \leq t\right)=\mathbb{P}\left(\|X\|_{p} \leq t^{1 / p}\right)=C_{n, p, f} \int_{\left\{x \in \mathbb{R}^{n}:\|x\|_{p} \leq t^{1 / p}\right\}} e^{-\|x\|_{p}^{p}} f(x) \mathrm{d} x .
$$

Using the polar integration formula for $\ell_{p}^{n}$-balls (2.14), the fact that $f$ is homogeneous of degree $m$, and the substitution $s=r^{p}$, we deduce that

$$
\begin{aligned}
\mathbb{P}\left(\|X\|_{p}^{p} \leq t\right) & =C_{n, p, f} n \operatorname{vol}_{n}\left(\mathbb{B}_{p}^{n}\right) \int_{0}^{t^{1 / p}} r^{n-1} e^{-r^{p}} \int_{\mathbb{S}_{p}^{n-1}} f(r y) \mathbf{C}_{n, p}(\mathrm{~d} y) \mathrm{d} r \\
& =C_{n, p, f} n \operatorname{vol}_{n}\left(\mathbb{B}_{p}^{n}\right) \int_{0}^{t^{1 / p}} r^{n+m-1} e^{-r^{p}} \int_{\mathbb{S}_{p}^{n-1}} f(y) \mathbf{C}_{n, p}(\mathrm{~d} y) \mathrm{d} r \\
& =\frac{1}{\Gamma\left(\frac{n+m}{p}\right)} \int_{0}^{t} s^{\frac{n+m}{p}-1} e^{-s} \mathrm{~d} s .
\end{aligned}
$$

This proves that $\|X\|_{p}^{p} \sim \mathbf{G}\left(\frac{n+m}{p}, 1\right)$. By the well-known relation between the gamma and the beta distribution (2.6), this implies that

$$
\frac{\|X\|_{p}^{p}}{\|X\|_{p}^{p}+W} \sim \mathbf{B}\left(\frac{n+m}{p}, 1\right) .
$$

The proof is completed by noting that $U^{\frac{p}{n+m}}$ follows precisely the same beta distribution: For $t \in[0,1]$ it holds that

$$
\mathbb{P}\left(U^{\frac{p}{n+m}} \leq t\right)=\mathbb{P}\left(U \leq t^{\frac{n+m}{p}}\right)=t^{\frac{n+m}{p}} .
$$

Taking the derivative of the above yields

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{P}\left(U^{\frac{p}{n+m}} \leq t\right)=\frac{n+m}{p} t^{\frac{n+m}{p}-1}=\frac{\Gamma\left(\frac{n+m}{p}+1\right)}{\Gamma\left(\frac{n+m}{p}\right) \Gamma(1)} t^{\frac{n+m}{p}-1}(1-t)^{1-1}
$$

which shows the aforementioned beta distribution of $U^{\frac{p}{n+m}}$. By analogue arguments the same holds in the non-negative setting. Note that taking the $p$-norm of $\frac{X}{\left(\|X\|_{p}^{p}+W\right)^{1 / p}}$ for $\mathbf{W}=\mathbf{G}(\alpha, 1)$ for some $\alpha>0$, by the same arguments, yields

$$
\frac{\|X\|_{p}^{p}}{\|X\|_{p}^{p}+W} \sim \mathbf{B}\left(\frac{n+m}{p}, \alpha\right)
$$

Again, by analogue arguments the same holds in the non-negative setting.

Choosing $\mathbf{W}$ to be a gamma distribution in the distribution $\mathbf{P}_{n, p, \mathbf{W}, f, \boxplus \text { le }}$ leaves us with $\mathbf{P}_{n, p, \mathbf{W}, f, \pm}=\Psi_{f} \mathbf{U}_{n, p, f, \pm, \pm}$, as $\mathbf{W}(\{0\})=\mathbf{G}(a, b)(\{0\})=0$ for all $a, b>0$. So, in this case all probability mass is distributed within the interior of $\mathbb{B}_{p, \boxplus}^{n}$. But we are also interested in cases where a certain amount of probability mass remains at the boundary. For this we consider the mixture $\mathbf{P}_{n, p, \mathbf{W}, f, \pm}=\vartheta \mathbf{C}_{n, p, f, \boxplus}+(1-\vartheta) \Psi_{f} \mathbf{U}_{n, p, f, \boxplus}$ for $\vartheta \in[0,1]$, which is simply a convex combination of weighted cone probability measure and weighted uniform distribution or beta-type distribution as in Example 3.2.7. This will be the main class of distributions we will consider in Section 3.4 and Section 3.5 below. In this context, the following two propositions will turn out to be useful. The first one shows that for a specific choice of $\mathbf{W}$ the random vector from Theorem 3.2.3 generates the required distribution. The second deals with the $p$-norm of that random vector.

Proposition 3.2.9 Let $\vartheta \in[0,1], \alpha \in(0, \infty)$, and consider the probability measure $\mathbf{W}=\vartheta \delta_{0}+(1-\vartheta) \mathbf{G}(\alpha, 1)$. Other than that, we assume the set-up of Theorem 3.2.3. Then the random vector $X /\left(\|X\|_{p}^{p}+W\right)^{1 / p}$ generates the distribution $\mathbf{P}_{n, p, \mathbf{W}, f, \boxplus}=$ $\vartheta \mathbf{C}_{n, p, f, \boxplus}+(1-\vartheta) \Psi_{f} \mathbf{U}_{n, p, f, \boxplus}$, with $\Psi_{f} \mathbf{U}_{n, p, f, \boxplus}$ on $\mathbb{B}_{p, \boxplus}^{n}$ being a beta-type distribution.

Proof. Let $h: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a non-negative measurable function. Then, following the arguments in the proof of Theorem 3.2.3 and using the results from Lemma 3.2.1 (i) and Example 3.2.7, we get

$$
\begin{aligned}
& \mathbf{E} h\left(\frac{X}{\left(\|X\|_{p}^{p}+W\right)^{1 / p}}\right) \\
= & \int_{[0, \infty)} \mathbf{E} h\left(\frac{X}{\left(\|X\|_{p}^{p}+w\right)^{1 / p}}\right) \mathbf{W}(\mathrm{d} w) \\
= & \mathbf{E} h\left(\frac{X}{\|X\|_{p}}\right) \mathbf{W}(\{0\})+\int_{(0, \infty)} \mathbf{E} h\left(\frac{X}{\left(\|X\|_{p}^{p}+w\right)^{1 / p}}\right) \mathbf{W}(\mathrm{d} w) \\
= & \vartheta \int_{\mathbb{S}_{p}^{n-1}} h(x) \mathbf{C}_{n, p, f}(\mathrm{~d} x)+(1-\vartheta) \int_{(0, \infty)} \mathbf{E} h\left(\frac{X}{\left(\|X\|_{p}^{p}+w\right)^{1 / p}}\right) \mathbf{G}(\alpha, 1)(\mathrm{d} w) \\
= & \vartheta \int_{\mathbb{S}_{p}^{n-1}} h(x) \mathbf{C}_{n, p, f}(\mathrm{~d} x)+(1-\vartheta) \int_{\mathbb{B}_{p}^{n}} h(x) \Psi_{f} \mathbf{U}_{n, p, f}(\mathrm{~d} x) .
\end{aligned}
$$

This completes the proof.

Proposition 3.2.10 We assume the same set-up as in Theorem 3.2.3 for the specific choice $\mathbf{W}=\vartheta \delta_{0}+(1-\vartheta) \mathbf{G}(\alpha, 1)$, where $\vartheta \in[0,1]$ and $\alpha \in(0, \infty)$. Then the random variable $B:=\|X\|_{p}^{p} /\left(\|X\|_{p}^{p}+W\right)$ has distribution $\vartheta \delta_{1}+(1-\vartheta) \mathbf{B}\left(\frac{n+m}{p}, \alpha\right)$.

Proof. Let $A \subset \mathbb{R}$ be a Borel set. Then, by the same arguments as in Remark 3.2.8, we get

$$
\begin{aligned}
\mathbb{P}(B \in A) & =\mathbb{P}\left(\frac{\|X\|_{p}^{p}}{\|X\|_{p}^{p}+W} \in A\right) \\
& =\int_{[0, \infty)} \mathbb{P}\left(\frac{\|X\|_{p}^{p}}{\|X\|_{p}^{p}+w} \in A\right) \mathbf{W}(\mathrm{d} w) \\
& =\mathbb{P}(1 \in A) \vartheta \delta_{0}(\{0\})+\int_{(0, \infty)} \mathbb{P}\left(\frac{\|X\|_{p}^{p}}{\|X\|_{p}^{p}+w} \in A\right)(1-\vartheta) \mathbf{G}(\alpha, 1)(\mathrm{d} w) \\
& =\vartheta \delta_{1}(A)+(1-\vartheta) \mathbf{B}\left(\frac{n+m}{p}, \alpha\right)(A) .
\end{aligned}
$$

The proof is thus complete.
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### 3.3 Eigenvalue \& singular value distributions on matrix $p$-balls

After having studied weighted $p$-radial distributions in Euclidean $p$-balls, we now turn to the eigenvalue and singular value distributions for self-adjoint and non-self-adjoint random matrices in matrix $p$-balls. To do so, we present two versions of the Weyl integration formula, one for self-adjoint matrices and one for non-self-adjoint matrices. For matrix-functions that only depend on their eigen-/singular values, they allow us to rewrite their integral over matrix space as an integral over Euclidean space with an additional (weight-)function in the integral.

The main results of this section provide the explicit eigen-/singular value distributions for random matrices with distributions $\mathbf{P}_{n, p, \mathbf{W}, \beta}^{\mathscr{l}}$ and $\mathbf{P}_{n, p, \mathbf{W}, \beta}^{\mathscr{l}}$ on matrix $p$-balls by representing them as weighted $p$-radial distributions on Euclidean $p$-balls, thereby generalizing the probabilistic representations in [63, Corollary 4.3], using a similar method of proof to do so, based on polar integration and the Weyl integration formula.

### 3.3.1 Eigenvalue distribution for self-adjoint random matrices in matrix $p$-balls

We begin by presenting the Weyl integration formula for $\mathscr{H}_{n}\left(\mathbb{F}_{\beta}\right)$, see [6, Proposition 4.1.1] and also [6, Proposition 4.1.14]. It states that for any measurable function $f: \mathscr{H}_{n}\left(\mathbb{F}_{\beta}\right) \rightarrow[0, \infty)$, such that $f(A)$ only depends on the eigenvalues of $A$, we have

$$
\begin{equation*}
\int_{\mathscr{H}_{n}\left(\mathbb{F}_{\beta}\right)} f(A) \operatorname{vol}_{\beta, n}(\mathrm{~d} A)=c_{n, \beta}^{\mathscr{R}} \int_{\mathbb{R}^{n}} f(\lambda) \prod_{1 \leq i<j \leq n}\left|\lambda_{i}-\lambda_{j}\right|^{\beta} \mathrm{d} \lambda, \tag{3.12}
\end{equation*}
$$

where for every $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \mathbb{R}^{n}$ we write $f(\lambda)=f(A)$ for any self-adjoint matrix $A \in \mathscr{H}_{n}\left(\mathbb{F}_{\beta}\right)$ with (unordered) eigenvalues $\lambda_{1}, \ldots, \lambda_{n}$, and the constant $c_{n, \beta}^{\mathscr{H}}$ is given by

$$
c_{n, \beta}^{\mathscr{H}}:=\frac{1}{n!}\left(\frac{2 \pi^{\beta / 2}}{\Gamma\left(\frac{\beta}{2}\right)}\right)^{-n} \prod_{k=1}^{n} \frac{2(2 \pi)^{\beta k / 2}}{2^{\beta / 2} \Gamma\left(\frac{\beta k}{2}\right)} .
$$

To distinguish between the distributions of random eigenvalues in the standard increasing order and in unordered form, we will use the following version of the Weyl integration formula

$$
\begin{equation*}
\int_{\mathscr{H}_{n}\left(\mathbb{F}_{\beta}\right)} f(A) \operatorname{vol}_{\beta, n}(\mathrm{~d} A)=n!c_{n, \beta}^{\mathscr{H}} \int_{\mathbb{R}^{n}} f(\lambda) \prod_{1 \leq i<j \leq n}\left|\lambda_{i}-\lambda_{j}\right|^{\beta} \mathbf{1}_{\left\{x \in \mathbb{R}^{n}: x_{1} \leq \ldots \leq x_{n}\right\}}(\lambda) \mathrm{d} \lambda \tag{3.13}
\end{equation*}
$$

We do so to carry out most of the proof of the main theorem of this section in the more canonical increasingly ordered setting, so we only need to apply an appropriate permutation argument at the very end.

The following theorem shows how the distribution $\mathbf{P}_{n, p, \mathbf{W}, \beta}^{\mathscr{L}}$ in matrix $p$-balls is connected to the weighted $p$-radial distribution $\mathbf{P}_{n, p, \mathbf{W}, f}$ in Euclidean $p$-balls studied in the previous section. It is derived by application of Weyl's integration formula in connection with the polar integration formula. In the case that $\mathbf{W}(\{0\})=0$ it could also be deduced from a classical formula in [104], which is essentially based on the same ingredients, see also [18, Lemma 4.3.1]. However, we present a detailed argument for completeness.

The following functions and normalization terms are needed for said result: For $x \in \mathbb{R}^{n}$, set

$$
\Delta_{\beta}(x):=\prod_{1 \leq i<j \leq n}\left|x_{i}-x_{j}\right|^{\beta},
$$

which is the repulsion factor of the eigenvalues of a random matrix given by the Weyl integration formula (3.12). For a matrix with eigenvalues $\lambda$ note that $\Delta_{\beta}(\lambda)$ is also its Vandermonde determinant. Additionally, in the spirit of (3.6), define a constant $C_{n, p, \Delta_{\beta}}$ such that

$$
C_{n, p, \Delta_{\beta}} \int_{\mathbb{R}^{n}} \Delta_{\beta}(x) e^{-\|x\|_{p}^{p}} \mathrm{~d} x=1
$$

Further, define the function $\Delta_{\beta}^{c}(x):=C_{\Delta_{\beta}} \Delta_{\beta}(x)$ with a more elaborate normalization factor

$$
C_{\Delta_{\beta}}:=\frac{c_{n, \beta}^{\mathscr{C}}}{\operatorname{vol}_{\beta, n}\left(\mathbb{B}_{p, \beta}^{n, \mathscr{H}}\right) C_{n, p, \Delta_{\beta}} \Gamma\left(\frac{n+m}{p}+1\right)},
$$

where $m=\frac{1}{2} \beta n(n-1)$ is the degree of homogeneity of $\Delta_{\beta}$. Lastly, we define another normalization constant $C_{n, p, \Delta_{\beta}^{c}}$ in the spirit of (3.6) satisfying

$$
C_{n, p, \Delta_{\beta}^{c}} \int_{\mathbb{R}^{n}} \Delta_{\beta}^{c}(x) e^{-\|x\|_{p}^{p}} \mathrm{~d} x=1
$$

Theorem 3.3.1 Let $0<p<\infty, \beta \in\{1,2,4\}$ and $\mathbf{W}$ be a probability measure on $[0, \infty)$. Let $W$ be a real-valued random variable with distribution $\mathbf{W}$ and, independently of $W, X$ be a random vector with density $C_{n, p, \Delta_{\beta}^{c}} e^{-\|x\|_{p}^{p}} \Delta_{\beta}^{c}(x), x \in \mathbb{R}^{n}$, with respect to the Lebesgue measure. Let $Z$ be a random matrix with distribution

$$
\mathbf{P}_{n, p, \mathbf{W}, \beta}^{\mathscr{C}}:=\mathbf{W}(\{0\}) \mathbf{C}_{n, p, \beta}^{\mathscr{C}}+\Psi^{\mathscr{H}} \mathbf{U}_{n, p, \beta}^{\mathscr{K}}
$$

on $\mathbb{B}_{p, \beta}^{n, \mathscr{H}}$, where $\Psi^{\mathscr{H}}(A):=\Psi_{\Delta_{\beta}^{c}}(\lambda(A))=\psi_{\Delta_{\beta}^{c}}\left(\|\lambda(A)\|_{p}\right)$ for $A \in \mathbb{B}_{p, \beta}^{n, \mathscr{H}}$, and $\psi_{\Delta_{\beta}^{c}}$ is defined as in Theorem 3.2.3 for $f=\Delta_{\beta}^{c}$. Independently, let $\sigma$ be a uniform random permutation in the symmetric group on $n$ elements. Then

$$
\lambda_{\sigma}(Z):=\left(\lambda_{\sigma(1)}(Z), \ldots, \lambda_{\sigma(n)}(Z)\right) \quad \text { and } \quad \frac{X}{\left(\|X\|_{p}^{p}+W\right)^{1 / p}}
$$

are identically distributed on $\mathbb{B}_{p}^{n}$ with distribution

$$
\mathbf{P}_{n, p, \mathbf{W}, \Delta_{\beta}^{c}}:=\mathbf{W}(\{0\}) \mathbf{C}_{n, p, \Delta_{\beta}^{c}}+\Psi_{\Delta_{\beta}^{c}} \mathbf{U}_{n, p, \Delta_{\beta}^{c}} .
$$

## Remark 3.3.2

(i) If the probability measure $\mathbf{W}$ is the Dirac measure at 0 (that is, $\mathbf{P}_{n, p, \mathbf{W}, \beta}^{\mathscr{\ell}}=\mathbf{C}_{n, p, \beta}^{\mathscr{\ell}}$ ) or the exponential distribution with parameter 1 (that is, $\mathbf{P}_{n, p, \mathbf{W}, \beta}^{\mathscr{H}}=\mathbf{U}_{n, p, \beta}^{\mathscr{H}}$ ) the result was previously obtained in [63].
(ii) We can see that the definition $\Psi^{\mathscr{C}}(A):=\psi_{\Delta_{\beta}^{c}}\left(\|\lambda(A)\|_{p}\right)$ coincides with that of $\Psi^{\mathscr{H}}(A)$ from (3.1), as the degree of homogeneity $m=\frac{1}{2} \beta n(n-1)$ is the same.

Proof of Theorem 3.3.1. Let $h: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a non-negative measurable function and $\tilde{h}: \mathscr{H}_{n}\left(\mathbb{F}_{\beta}\right) \rightarrow \mathbb{R}$ given by $\tilde{h}(A):=h(\lambda(A))$ for $A \in \mathscr{H}_{n}\left(\mathbb{F}_{\beta}\right)$. We now compute $\mathbf{E} \tilde{h}(Z)$ :

$$
\begin{align*}
\mathbf{E} \tilde{h}(Z) & =\int_{\mathscr{H}_{n}\left(\mathbb{F}_{\beta}\right)} \tilde{h}(A)\left(\mathbf{W}(\{0\}) \mathbf{C}_{n, p, \beta}^{\mathscr{C}}+\Psi^{\mathscr{H}} \mathbf{U}_{n, p, \beta}^{\mathscr{H}}\right)(\mathrm{d} A) \\
& =\mathbf{W}(\{0\}) \int_{\mathbb{S}_{p, \beta}^{n-1, \mathscr{H}}} h(\lambda(A)) \mathbf{C}_{n, p, \beta}^{\mathscr{C}}(\mathrm{d} A)+\int_{\mathbb{B}_{p, \beta}^{n, \mathscr{C}}} h(\lambda(A)) \Psi^{\mathscr{H}} \mathbf{U}_{n, p, \beta}^{\mathscr{C}}(\mathrm{d} A) . \tag{3.14}
\end{align*}
$$

Consider the radial extension $h\left(\lambda(A) /\|\lambda(A)\|_{p}\right)$, $A \in \mathscr{H}_{n}\left(\mathbb{F}_{\beta}\right)$, of $h(\lambda(A))$ from $\mathbb{S}_{p, \beta}^{n-1, \mathscr{H}}$ onto $\mathscr{H}_{n}\left(\mathbb{F}_{\beta}\right)$. By Remark 3.1.1 (i) we can apply the polar integration formula from Lemma 2.4.6 to $\mathbb{B}_{p, \beta}^{n, \mathscr{H}}$ to get

$$
\begin{align*}
& \int_{\mathbb{B}_{p, \beta}^{n, \mathscr{G}}} h\left(\frac{\lambda(A)}{\|\lambda(A)\|_{p}}\right) \mathbf{U}_{n, p, \beta}^{\mathscr{C}}(\mathrm{d} A) \\
= & \left(\frac{\beta n(n-1)}{2}+\beta n\right) \int_{0}^{1} r^{\frac{\beta n(n-1)}{2}+\beta n-1} \int_{\mathbb{S}_{p, \beta}^{n-1, \mathscr{H}}} h(\lambda(A)) \mathbf{C}_{n, p, \beta}^{\mathscr{H}}(\mathrm{d} A) \mathrm{d} r \\
= & \int_{\mathbb{S}_{p, \beta}^{n-1, \mathscr{H}}} h(\lambda(A)) \mathbf{C}_{n, p, \beta}^{\mathscr{l}}(\mathrm{d} A) . \tag{3.15}
\end{align*}
$$

With (3.15) it follows that (3.14) can be rewritten as:

$$
\begin{aligned}
\mathbf{E} \tilde{h}(Z)= & \mathbf{W}(\{0\}) \operatorname{vol}_{\beta, n}\left(\mathbb{B}_{p, \beta}^{n, \mathscr{H}}\right)^{-1} \int_{\mathbb{B}_{p, \beta}^{n, \mathscr{H}}} h\left(\frac{\lambda(A)}{\|\lambda(A)\|_{p}}\right) \operatorname{vol}_{\beta, n}(\mathrm{~d} A) \\
& +\operatorname{vol}_{\beta, n}\left(\mathbb{B}_{p, \beta}^{n, \mathscr{H}}\right)^{-1} \int_{\mathbb{B}_{p, \beta}^{n, \mathscr{R}}} h(\lambda(A)) \Psi^{\mathscr{H}}(A) \operatorname{vol}_{\beta, n}(\mathrm{~d} A) .
\end{aligned}
$$

To both of those terms on the right-hand side we can now apply the "ordered" Weyl integration formula (3.13) with respect to the functions $f_{1}(A)=h\left(\lambda(A) /\|\lambda(A)\|_{p}\right)$ and $f_{2}(A)=h(\lambda(A)) \Psi^{\mathscr{C}}(\lambda(A))$. It follows from $\Delta_{\beta} \in \mathscr{F}_{m}^{+}\left(\mathbb{R}^{n}\right)$ with $m=\frac{1}{2} \beta n(n-1)$ and $\Psi^{\mathscr{C}}=\Psi_{\Delta_{\beta}}=\Psi_{\Delta_{\beta}^{c}}$ that

$$
\begin{aligned}
\mathbf{E} \tilde{h}(Z)= & \frac{n!c_{n, \beta}^{\mathscr{H}}}{\operatorname{vol}_{\beta, n}\left(\mathbb{B}_{p, \beta}^{n, \mathscr{H}}\right)} \mathbf{W}(\{0\}) \int_{\mathbb{B}_{p}^{n}} h\left(\frac{\lambda}{\|\lambda\|_{p}}\right) \Delta_{\beta}(\lambda) \mathbf{1}_{\left\{x \in \mathbb{R}^{n}: x_{1} \leq \ldots \leq x_{n}\right\}}(\lambda) \mathrm{d} \lambda \\
& +\frac{n!c_{n, \beta}^{\mathscr{H}}}{\operatorname{vol}_{\beta, n}\left(\mathbb{B}_{p, \beta}^{n, \mathscr{H}}\right)} \int_{\mathbb{B}_{p}^{n}} h(\lambda) \Psi_{\Delta_{\beta}^{c}}(\lambda) \Delta_{\beta}(\lambda) \mathbf{1}_{\left\{x \in \mathbb{R}^{n}: x_{1} \leq \ldots \leq x_{n}\right\}}(\lambda) \mathrm{d} \lambda \\
= & \frac{n!c_{n, \beta}^{\mathscr{H}}}{\operatorname{vol}_{\beta, n}\left(\mathbb{B}_{p, \beta}^{n, \mathscr{H}}\right)} \mathbf{W}(\{0\}) \int_{\mathbb{B}_{p}^{n}} h\left(\frac{\lambda}{\|\lambda\|_{p}}\right) \Delta_{\beta}\left(\frac{\lambda}{\|\lambda\|_{p}}\right)\|\lambda\|_{p}^{m} \mathbf{1}_{\left\{x \in \mathbb{R}^{n}: x_{1} \leq \ldots \leq x_{n}\right\}}(\lambda) \mathrm{d} \lambda \\
& +\frac{n!c_{n, \beta}^{\mathscr{H}}}{\operatorname{vol}_{\beta, n}\left(\mathbb{B}_{p, \beta}^{n \mathscr{H})}\right.} \int_{\mathbb{B}_{p}^{n}} h(\lambda) \Psi_{\Delta_{\beta}^{c}}(\lambda) \Delta_{\beta}(\lambda) \mathbf{1}_{\left\{x \in \mathbb{R}^{n}: x_{1} \leq \ldots \leq x_{n}\right\}}(\lambda) \mathrm{d} \lambda .
\end{aligned}
$$

Applying now the polar integration formula from Lemma 2.4.6, we conclude that the last expression is equal to

$$
\begin{aligned}
& \frac{n!c_{n, \beta}^{\mathscr{H}} n \operatorname{vol}_{n}\left(\mathbb{B}_{p}^{n}\right)}{\operatorname{vol}_{\beta, n}\left(\mathbb{B}_{p, \beta}^{n, \mathscr{H}}\right)} \mathbf{W}(\{0\}) \int_{0}^{1} r^{n+m-1} \mathrm{~d} r \int_{\mathbb{S}_{p}^{n-1}} h(\lambda) \Delta_{\beta}(\lambda) \mathbf{1}_{\left\{x \in \mathbb{R}^{n}: x_{1} \leq \ldots \leq x_{n}\right\}}(\lambda) \mathbf{C}_{n, p}(\mathrm{~d} \lambda) \\
& \quad+\frac{n!c_{n, \beta}^{\mathscr{H}}}{\operatorname{vol}_{\beta, n}\left(\mathbb{B}_{p, \beta}^{n, \mathscr{H}}\right)} \int_{\mathbb{B}_{p}^{n}} h(\lambda) \Psi_{\Delta_{\beta}^{c}}(\lambda) \Delta_{\beta}(\lambda) \mathbf{1}_{\left\{x \in \mathbb{R}^{n}: x_{1} \leq \ldots \leq x_{n}\right\}}(\lambda) \mathrm{d} \lambda \\
& =\frac{n!c_{n, \beta}^{\mathscr{R}} n \operatorname{vol}_{n}\left(\mathbb{B}_{p}^{n}\right)}{\operatorname{vol}_{\beta, n}\left(\mathbb{B}_{p, \beta}^{n, \mathscr{H}}\right)(n+m)} \mathbf{W}(\{0\}) \int_{\mathbb{S}_{p}^{n-1}} h(\lambda) \Delta_{\beta}(\lambda) \mathbf{1}_{\left\{x \in \mathbb{R}^{n}: x_{1} \leq \ldots \leq x_{n}\right\}}(\lambda) \mathbf{C}_{n, p}(\mathrm{~d} \lambda) \\
& \quad+\frac{n!c_{n, \beta}^{\mathscr{H}} \operatorname{vol}_{n}\left(\mathbb{B}_{p}^{n}\right)}{\operatorname{vol}_{\beta, n}\left(\mathbb{B}_{p, \beta}^{n, \mathscr{H}}\right)} \int_{\mathbb{B}_{p}^{n}} h(\lambda) \Psi_{\Delta_{\beta}^{c}}(\lambda) \Delta_{\beta}(\lambda) \mathbf{1}_{\left\{x \in \mathbb{R}^{n}: x_{1} \leq \ldots \leq x_{n}\right\}}(\lambda) \mathbf{U}_{n, p}(\mathrm{~d} \lambda)
\end{aligned}
$$

Next, we use the definition of $\mathbf{U}_{n, p, f}$ and $\mathbf{C}_{n, p, f}$ for $f=\Delta_{\beta}$ and the definition of $\Delta_{\beta}^{c}=C_{\Delta_{\beta}} \Delta_{\beta}$. This gives

$$
\mathbf{E} \tilde{h}(Z)
$$

$$
\begin{aligned}
= & \frac{n!c_{n, \beta}^{\mathscr{H}}}{\operatorname{vol}_{\beta, n}\left(\mathbb{B}_{p, \beta}^{n, \mathscr{H}}\right) C_{n, p, \Delta_{\beta}} \Gamma\left(\frac{n+m}{p}+1\right)} \mathbf{W}(\{0\}) \int_{\mathbb{S}_{p}^{n-1}} h(\lambda) \mathbf{1}_{\left\{x \in \mathbb{R}^{n}: x_{1} \leq \ldots \leq x_{n}\right\}}(\lambda) \mathbf{C}_{n, p, \Delta_{\beta}}(\mathrm{d} \lambda) \\
& +\frac{n!C_{n, \beta}^{\mathscr{L}}}{\operatorname{vol}_{\beta, n}\left(\mathbb{B}_{p, \beta}^{n, \mathscr{H}}\right) C_{n, p, \Delta_{\beta}} \Gamma\left(\frac{n+m}{p}+1\right)} \int_{\mathbb{B}_{p}^{n}} h(\lambda) \Psi_{\Delta_{\beta}^{c}}(\lambda) \mathbf{1}_{\left\{x \in \mathbb{R}^{n}: x_{1} \leq \ldots \leq x_{n}\right\}}(\lambda) \mathbf{U}_{n, p, \Delta_{\beta}}(\mathrm{d} \lambda) \\
= & n!\mathbf{W}(\{0\}) \int_{\mathbb{S}_{p}^{n-1}} h(\lambda) \mathbf{1}_{\left\{x \in \mathbb{R}^{n}: x_{1} \leq \ldots \leq x_{n}\right\}}(\lambda) \mathbf{C}_{n, p, \Delta \Delta_{\beta}^{c}}(\mathrm{~d} \lambda) \\
& +n!\int_{\mathbb{B}_{p}^{n}} h(\lambda) \Psi_{\Delta_{\beta}^{c}}(\lambda) \mathbf{1}_{\left\{x \in \mathbb{R}^{n}: x_{1} \leq \ldots \leq x_{n}\right\}}(\lambda) \mathbf{U}_{n, p, \Delta_{\beta}^{c}}(\mathrm{~d} \lambda) .
\end{aligned}
$$

As a consequence, when applying a uniform random permutation $\sigma$ in the symmetric group on $n$ elements, we get by Theorem 3.2.3

$$
\begin{aligned}
\mathbf{E}(\tilde{h} \circ \sigma)(Z) & =\mathbf{W}(\{0\}) \int_{\mathbb{S}_{p}^{n-1}} h(\lambda) \mathbf{C}_{n, p, \Delta_{\beta}^{c}}(\mathrm{~d} \lambda)+\int_{\mathbb{B}_{p}^{n}} h(\lambda) \Psi_{\Delta_{\beta}^{c}}(\lambda) \mathbf{U}_{n, p, \Delta_{\beta}^{c}}(\mathrm{~d} \lambda) \\
& =\mathbf{E} h\left(\frac{X}{\left(\|X\|_{p}^{p}+W\right)^{1 / p}}\right)
\end{aligned}
$$

This proves the claim.

Remark 3.3.3 Let us briefly show that for $\Delta_{\beta}^{c}$ the degree of homogeneity is in fact $m=\frac{\beta n(n-1)}{2}$. Let $s \in[0, \infty), x \in \mathbb{R}^{n}, \beta \in\{1,2,4\}$, then

$$
\begin{aligned}
\Delta_{\beta}^{c}(s x) & =C_{\Delta_{\beta}} \prod_{1 \leq i<j \leq n}\left|s x_{i}-s x_{j}\right|^{\beta} \\
& =C_{\Delta_{\beta}} \prod_{i=1}^{n} \prod_{j=i}^{n} s^{\beta}\left|x_{i}-x_{j}\right|^{\beta} \\
& =C_{\Delta_{\beta}} \prod_{i=1}^{n} s^{(n-i) \beta} \prod_{j=i}^{n}\left|x_{i}-x_{j}\right|^{\beta} \\
& =s^{\beta \sum_{i=0}^{n-1} i} C_{\Delta_{\beta}} \prod_{i=1}^{n} \prod_{j=i}^{n}\left|x_{i}-x_{j}\right|^{\beta} \\
& =s^{\beta \frac{(n-1) n}{2}} \Delta_{\beta}^{c}(x) .
\end{aligned}
$$

Remark 3.3.4 Since the degree of homogeneity of $\Delta_{\beta}^{c}$ is $m=\frac{\beta n(n-1)}{2}$, if one considers the set-up of Theorem 3.2.3 for $f=\Delta_{\beta}^{c}$ and $\mathbf{W}=\mathbf{G}(\alpha, 1)$ for $\alpha>0$, by the results outlined in Remark 3.2.8, we have that

$$
\frac{\|X\|_{p}^{p}}{\|X\|_{p}^{p}+W} \sim \mathbf{B}\left(\frac{\beta n^{2}}{2 p}-\frac{\beta n}{2 p}+\frac{n}{p}, \alpha\right)
$$

and for $\mathbf{W}=\vartheta \delta_{0}+(1-\vartheta) \mathbf{G}(\alpha, 1)$, where $\vartheta \in[0,1]$ and $\alpha \in(0, \infty)$, by the arguments from Proposition 3.2.10, we have that

$$
\frac{\|X\|_{p}^{p}}{\|X\|_{p}^{p}+W} \sim \vartheta \delta_{1}+(1-\vartheta) \mathbf{B}\left(\frac{\beta n^{2}}{2 p}-\frac{\beta n}{2 p}+\frac{n}{p}, \alpha\right)
$$

### 3.3.2 Singular value distribution for non-self-adjoint random matrices in matrix $p$-balls

Let us now consider the non-self-adjoint case, where the singular values take over the role of the eigenvalues. The following result is proven by almost literally repeating the proof of Theorem 3.3.1 (or, at least in the case that $\mathbf{W}(\{0\})=0$, by applying a formula from [104], which corresponds to [18, Lemma 4.3.1] as we explained before Theorem 3.3.1). However, this time the argument is based on the Weyl-type integration formula from [6, Proposition 4.1.3], which replaces (3.12). This formula primarily changes the repulsion factor from $\Delta_{\beta}$ to an appropriate $\nabla_{\beta}$ and the normalization constant from $c_{n, \beta}^{\mathscr{H}}$ to $c_{n, \beta}^{\mu}$ as follows: It says that for any non-negative measurable function $f: \mathscr{M}_{n}\left(\mathbb{F}_{\beta}\right) \rightarrow[0, \infty)$, such that $f(A)$ only depends on the singular values of $A$, we have that

$$
\begin{equation*}
\int_{M_{n}\left(\mathbb{F}_{\beta}\right)} f(A) \operatorname{vol}_{\beta, n}(\mathrm{~d} A)=c_{n, \beta}^{\mu} \int_{\mathbb{R}_{+}^{n}} f(s) \prod_{1 \leq i<j \leq n}\left|s_{i}^{2}-s_{j}^{2}\right|^{\beta} \prod_{i=1}^{n} s_{i}^{\beta-1} \mathrm{~d} s, \tag{3.16}
\end{equation*}
$$

writing $f(s)=f(A)$ for any matrix $A \in \mathscr{M}_{n}\left(\mathbb{F}_{\beta}\right)$ with (unordered) singular values $\left(s_{1}, \ldots, s_{n}\right) \in \mathbb{R}_{+}^{n}$, and where

$$
c_{n, \beta}^{\cdot \mu}:=\frac{1}{n!} \frac{1}{2^{\frac{\beta}{2} n(n-1)}}\left(\frac{2 \pi^{\beta / 2}}{\Gamma\left(\frac{\beta}{2}\right)}\right)^{-n} \prod_{k=1}^{n}\left(\frac{2(2 \pi)^{\beta k / 2}}{2^{\beta / 2} \Gamma\left(\frac{\beta k}{2}\right)}\right)^{2} .
$$

To apply the same arguments as previously, we only consider the non-negative measurable function $f: \mathscr{M}_{n}\left(\mathbb{F}_{\beta}\right) \rightarrow[0, \infty)$, such that $f(A)$ only depends on the vector $s^{2}(A):=\left(s_{1}^{2}(A), \ldots, s_{n}^{2}(A)\right)$ of squared singular values of $A$, i.e., $f(A)=f\left(s^{2}(A)\right)$. For such a function, we derive an "ordered version" of the Weyl integration formula to shift
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the necessity for permutations to the end of the proof, and additionally apply some change of variables argument to get:

$$
\begin{align*}
& \int_{M_{n}\left(\mathbb{F}_{\beta}\right)} f(A) \operatorname{vol}_{\beta, n}(\mathrm{~d} A) \\
= & n!c_{n, \beta}^{\mathscr{l}} 2^{-n} \int_{\mathbb{R}_{+}^{n}} f\left(s^{2}\right) \prod_{1 \leq i<j \leq n}\left|s_{i}^{2}-s_{j}^{2}\right|^{\beta} \prod_{i=1}^{n}\left(s_{i}^{2}\right)^{\frac{\beta}{2}-1} \mathbf{1}_{\left\{x \in \mathbb{R}_{+}^{n}: x_{1} \leq \ldots \leq x_{n}\right\}}\left(s^{2}\right) \mathrm{d} s^{2} . \tag{3.17}
\end{align*}
$$

As discussed in Section 3.1.1, the vectors $s(A)$ and $s^{2}(A)$ of (squared) singular values of a matrix $A \in \mathscr{M}_{n}\left(\mathbb{F}_{\beta}\right)$ live in the non-negative orthant $\mathbb{B}_{p,+}^{n}$ of the $\ell_{p}^{n}$-ball $\mathbb{B}_{p}^{n}$. Furthermore, the matrix $p$-ball $\mathbb{B}_{p, \beta}^{n, \mathscr{M}}$ will be represented in Euclidean space via $\mathbb{B}_{p / 2,+}^{n}$, not $\mathbb{B}_{p,+}^{n}$, due to the structure of the Weyl integration formula for singular values in (3.17). Since it uses the squares of the singular values in its repulsion factor, we adapt our representation appropriately, such that the same arguments as for the eigenvalues are applicable. Thus, we reformulate the defining condition of $\mathbb{B}_{p, \beta}^{n, \mu}$ from $\sum_{i=1}^{n}\left|s_{i}(A)\right|^{p} \leq 1$ to $\sum_{i=1}^{n}\left|s_{i}^{2}(A)\right|^{p / 2} \leq 1$, and apply the same arguments as before to the vector $s^{2}(A)$, which then in turn lies in $\mathbb{B}_{p / 2,+}^{n}$.

As in the self-adjoint setting, we need to define some functions and normalization terms to formulate the next result. For $x \in \mathbb{R}_{+}^{n}$ we set

$$
\nabla_{\beta}(x):=\prod_{1 \leq i<j \leq n}\left|x_{i}-x_{j}\right|^{\beta} \prod_{i=1}^{n} x_{i}^{\frac{\beta}{2}-1}
$$

which again is the repulsion factor of singular values from the Weyl integration formula (3.17), and define $C_{n, p, \nabla_{\beta},+}$ to be the normalization constant such that

$$
C_{n, p, \nabla_{\beta}} \int_{\mathbb{R}_{+}^{n}} \nabla_{\beta}(x) e^{-\|x\|_{p}^{p}} \mathrm{~d} x=1
$$

Based on this definition, we further set $\nabla_{\beta}^{c}(x):=C_{\nabla_{\beta}} \nabla_{\beta}(x)$ for $x \in \mathbb{R}_{+}^{n}$ with

$$
C_{\nabla_{\beta}}:=\frac{c_{n, \beta}^{\prime /}}{\operatorname{vol}_{\beta, n}\left(\mathbb{B}_{p, \beta}^{n, \mu}\right) C_{n, p / 2, \nabla_{\beta}} \Gamma\left(\frac{n+m}{p / 2}+1\right) 2^{n}}
$$

where $m=\frac{\beta}{2} n^{2}-n$ is the degree of homogeneity of $\nabla_{\beta}^{c}$. A final normalization constant $C_{n, p, \nabla_{\beta}^{c},+}$ is defined by

$$
C_{n, p, \nabla_{\beta}^{c}}^{\mathbb{R}_{+}^{n}} \int_{\beta}^{c}(x) e^{-\|x\|_{p}^{p}} \mathrm{~d} x=1 .
$$

Theorem 3.3.5 Let $0<p<\infty, \beta \in\{1,2,4\}$ and $\mathbf{W}$ be a probability measure on $[0, \infty)$. Let $W$ be a real-valued random variable with density $\mathbf{W}$ and, independently of $W, X$ be a random vector with distribution given by the density $C_{n, p / 2, \nabla_{\beta}^{c},+} e^{-\|x\|_{p / 2}^{p / 2}} \nabla_{\beta}^{c}(x)$, $x \in \mathbb{R}_{+}^{n}$, with respect to the Lebesgue measure. Let $\sigma$ be a uniform random permutation in the symmetric group on $n$ elements and $Z$ be a random matrix with distribution

$$
\mathbf{P}_{n, p, \mathbf{W}, \beta}^{\mathscr{M}}:=\mathbf{W}(\{0\}) \mathbf{C}_{n, p, \beta}^{\mathscr{M}}+\Psi^{\mathscr{M}} \mathbf{U}_{n, p, \beta}^{M /}
$$

on $\mathbb{B}_{p, \beta}^{n, \mathscr{M}}$, where $\Psi^{\mathscr{M}}(A):=\Psi_{\nabla_{\beta}^{c}}(s(A))=\psi_{\nabla_{\beta}^{c}}\left(\|s(A)\|_{p}\right)$ for $A \in \mathbb{B}_{p, \beta}^{n, \mu}$, and $\psi_{\nabla_{\beta}^{c}}$ is defined as in Theorem 3.2.3 for $f=\nabla_{\beta}^{c}$. Then

$$
s_{\sigma}^{2}(Z):=\left(s_{\sigma(1)}^{2}(Z), \ldots, s_{\sigma(n)}^{2}(Z)\right) \quad \text { and } \quad \frac{X}{\left(\|X\|_{p / 2}^{p / 2}+W\right)^{2 / p}}
$$

are identically distributed on $\mathbb{B}_{p / 2,+}^{n}$ with distribution

$$
\mathbf{P}_{n, p / 2, \mathbf{W}, \nabla_{\beta}^{c},+}=\mathbf{W}(\{0\}) \mathbf{C}_{n, p / 2, \nabla_{\beta}^{c},+}+\Psi_{\nabla_{\beta}^{c}} \mathbf{U}_{n, p / 2, \nabla_{\beta}^{c},+}
$$

The proof of this goes along the same lines as that of Theorem 3.3.1, just using the representation results from Theorem 3.2.3 in the non-negative setting and the Weyl integration formula from (3.17) instead of (3.13). We do, however, include it for the self-containedness of this chapter.

Proof of Theorem 3.3.5. Let $h: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a non-negative and measurable function and consider $\tilde{h}: \mathscr{M}_{n}\left(\mathbb{F}_{\beta}\right) \rightarrow \mathbb{R}$ with $\tilde{h}(A):=h\left(s^{2}(A)\right)$. We proceed to compute $\mathbf{E} \tilde{h}(Z)$ :

$$
\begin{aligned}
\mathbf{E} \tilde{h}(Z) & =\int_{\mathscr{M}_{n}\left(\mathbb{F}_{\beta}\right)} \tilde{h}(A)\left(\mathbf{W}(\{0\}) \mathbf{C}_{n, p, \beta}^{\mathscr{M}}+\Psi^{\mu} \mathbf{U}_{n, p, \beta}^{\mu}\right)(\mathrm{d} A) \\
& =\mathbf{W}(\{0\}) \int_{\mathbb{S}_{p, \beta}^{n-1, \mu}} h\left(s^{2}(A)\right) \mathbf{C}_{n, p, \beta}^{\mathscr{M}}(\mathrm{d} A)+\int_{\mathbb{B}_{p, \beta}^{n, \mu}} h\left(s^{2}(A)\right) \Psi^{\mathscr{M}} \mathbf{U}_{n, p, \beta}^{M}(\mathrm{~d} A) .
\end{aligned}
$$

Again, one considers the radial extension of $h\left(s^{2}(A)\right)$ from $\mathbb{S}_{p, \beta}^{n-1, \mathscr{M}^{\prime}}$ onto $\mathscr{M}_{n}\left(\mathbb{F}_{\beta}\right)$, which has the form $h\left(s^{2}(A) /\left\|s^{2}(A)\right\|_{p / 2}\right), A \in \mathscr{M}_{n}\left(\mathbb{F}_{\beta}\right)$, since we are considering $s^{2}(A)$ instead of $s(A)$. Following Remark 3.1.1 (i), the polar integration formula from Lemma 2.4.6 applied to $\mathbb{B}_{p, \beta}^{n, / \mu}$ gives

$$
\begin{align*}
\int_{\mathbb{B}_{p, \beta}^{n, \mu l}} h\left(\frac{s^{2}(A)}{\left\|s^{2}(A)\right\|_{p / 2}}\right) \mathbf{U}_{n, p, \beta}^{\mu /}(\mathrm{d} A) & =\beta n^{2} \int_{0}^{1} r^{\beta n^{2}-1} \int_{\mathbb{S}_{p, \beta}^{n-1, \mu}} h\left(s^{2}(A)\right) \mathbf{C}_{n, p, \beta}^{\prime \mu}(\mathrm{d} A) \mathrm{d} r \\
& =\int_{\mathbb{S}_{p, \beta}^{n-1, \mu l}} h\left(s^{2}(A)\right) \mathbf{C}_{n, p, \beta}^{\mu l}(\mathrm{~d} A) \tag{3.18}
\end{align*}
$$

Rewriting $\mathbf{E} \tilde{h}(Z)$ via (3.18) implies that

$$
\begin{aligned}
\mathbf{E} \tilde{h}(Z)= & \mathbf{W}(\{0\}) \operatorname{vol}_{\beta, n}\left(\mathbb{B}_{p, \beta}^{n, \mu}\right)^{-1} \int_{\substack{\mathbb{B}_{p, \beta}^{n, \mu}}} h\left(\frac{s^{2}(A)}{\left\|s^{2}(A)\right\|_{p / 2}}\right) \operatorname{vol}_{\beta, n}(\mathrm{~d} A) \\
& +\operatorname{vol}_{\beta, n}\left(\mathbb{B}_{p, \beta}^{n, \mu}\right)^{-1} \int_{\mathbb{B}_{p, \beta}^{n, / \mu}} h\left(s^{2}(A)\right) \Psi^{\mathscr{M}}(A) \operatorname{vol}_{\beta, n}(\mathrm{~d} A) .
\end{aligned}
$$

We apply the Weyl integration formula for non-self-adjoint matrices (3.17) with respect to the functions $f_{1}(A)=h\left(s^{2}(A) /\left\|s^{2}(A)\right\|_{p / 2}\right)$ and $f_{2}(A)=h\left(s^{2}(A)\right) \Psi^{\mu}\left(s^{2}(A)\right)$. The repulsion factor therein is given by $\nabla_{\beta}$. Further, it holds that $\nabla_{\beta} \in \mathscr{F}_{m}^{+}\left(\mathbb{R}_{+}^{n}\right)$ with $m=\frac{1}{2} \beta n^{2}-n$ and $\Psi^{\mathscr{M}}=\Psi_{\nabla_{\beta}}=\Psi_{\nabla_{\beta}^{c}}$ (since they only depend on $m$ ), from which follows

$$
\begin{aligned}
\mathbf{E} \tilde{h}(Z)= & \frac{n!c_{n, \beta}^{\mathscr{M}}}{\operatorname{vol}_{\beta, n}\left(\mathbb{B}_{p, \beta}^{n, \mu}\right) 2^{n}} \mathbf{W}(\{0\}) \int_{\mathbb{B}_{p / 2}^{n}} h\left(\frac{s^{2}}{\left\|s^{2}\right\|_{p / 2}}\right) \nabla_{\beta}\left(s^{2}\right) \mathbf{1}_{\left\{x \in \mathbb{R}_{+}^{n}: x_{1}<\ldots<x_{n}\right\}}\left(s^{2}\right) \mathrm{d} s^{2} \\
& +\frac{n!c_{n, \beta}^{\mathscr{M}}}{\operatorname{vol}_{\beta, n}\left(\mathbb{B}_{p, \beta}^{n, \mathscr{H}}\right) 2^{n}} \int_{\mathbb{B}_{p / 2}^{n}} h\left(s^{2}\right) \Psi_{\nabla_{\beta}^{c}}\left(s^{2}\right) \nabla_{\beta}(s) \mathbf{1}_{\left\{x \in \mathbb{R}_{+}^{n}: x_{1}<\ldots<x_{n}\right\}}\left(s^{2}\right) \mathrm{d} s^{2} \\
= & \frac{n!c_{n, \beta}^{\mu /}}{\operatorname{vol}_{\beta, n}\left(\mathbb{B}_{p, \beta}^{n, \mathscr{H}}\right) 2^{n}} \mathbf{W}(\{0\}) \\
& \quad \int_{\mathbb{B}_{p / 2}^{n}} h\left(\frac{s^{2}}{\left\|s^{2}\right\|_{p / 2}}\right) \nabla_{\beta}\left(\frac{s^{2}}{\left\|s^{2}\right\|_{p / 2}}\right)\left\|s^{2}\right\|_{p / 2}^{m} \mathbf{1}_{\left\{x \in \mathbb{R}^{n}: x_{1}<\ldots<x_{n}\right\}}(s) \mathrm{d} s^{2} \\
& \left.+\frac{n!c_{n, \beta}^{\mathscr{l}}}{\operatorname{vol}_{\beta, n}\left(\mathbb{B}_{p, \beta}^{n, M}\right) 2^{n}} \int_{\mathbb{B}_{p / 2}^{n}} h\left(s^{2}\right) \Psi_{\nabla_{\beta}^{c}}\left(s^{2}\right) \nabla_{\beta}\left(s^{2}\right) \mathbf{1}_{\left\{x \in \mathbb{R}_{+}^{n}: x_{1}<\ldots<x_{n}\right\}}\right\}\left(s^{2}\right) \mathrm{d} s^{2} .
\end{aligned}
$$

We use the polar integration formula from Lemma 2.4.6 for $K=\mathbb{B}_{p / 2}^{n}$, by which it follows that the above is equal to

$$
\begin{aligned}
& \frac{n!c_{n, \beta}^{M} n \operatorname{vol}_{n}\left(\mathbb{B}_{p / 2}^{n}\right)}{\operatorname{vol}_{\beta, n}\left(\mathbb{B}_{p, \beta}^{n, M}\right) 2^{n}} \mathbf{W}(\{0\}) \int_{0}^{1} r^{n+m-1} \mathrm{~d} r \\
& \quad \times \int_{\mathbb{S}_{p / 2}^{n-1}} h\left(s^{2}\right) \nabla_{\beta}\left(s^{2}\right) \mathbf{1}_{\left\{x \in \mathbb{R}_{+}^{n}: x_{1}<\ldots<x_{n}\right\}}\left(s^{2}\right) \mathbf{C}_{n, p / 2}\left(\mathrm{~d} s^{2}\right) \\
& \quad+\frac{n!c_{n, \beta}^{\mathscr{l}}}{\operatorname{vol}_{\beta, n}\left(\mathbb{B}_{p, \beta}^{n, \mathscr{H}}\right) 2^{n}} \int_{\mathbb{B}_{p / 2}^{n}} h\left(s^{2}\right) \Psi_{\nabla_{\beta}^{c}}\left(s^{2}\right) \nabla_{\beta}\left(s^{2}\right) \mathbf{1}_{\left\{x \in \mathbb{R}_{+}^{n}: x_{1}<\ldots<x_{n}\right\}}\left(s^{2}\right) \mathrm{d} s^{2}
\end{aligned}
$$

$$
\begin{gathered}
=\frac{n!c_{n, \beta}^{\mu /} n \operatorname{vol}_{n}\left(\mathbb{B}_{p / 2}^{n}\right)}{\operatorname{vol}_{\beta, n}\left(\mathbb{B}_{p, \beta}^{n, \mu}\right)(n+m) 2^{n}} \mathbf{W}(\{0\}) \int_{\mathbb{S}_{p / 2}^{n-1}} h\left(s^{2}\right) \nabla_{\beta}\left(s^{2}\right) \mathbf{1}_{\left\{x \in \mathbb{R}_{+}^{n}: x_{1}<\ldots<x_{n}\right\}}\left(s^{2}\right) \mathbf{C}_{n, p / 2}\left(\mathrm{~d} s^{2}\right) \\
\quad+\frac{n!c_{n, \beta}^{\mu} \operatorname{vol}_{n}\left(\mathbb{B}_{p / 2}^{n}\right)}{\operatorname{vol}_{\beta, n}\left(\mathbb{B}_{p, \beta}^{n, \mu / \mu}\right) 2^{n}} \int_{\mathbb{B}_{p / 2}^{n}} h\left(s^{2}\right) \Psi_{\nabla_{\beta}^{c}}\left(s^{2}\right) \nabla_{\beta}\left(s^{2}\right) \mathbf{1}_{\left\{x \in \mathbb{R}_{+}^{n}: x_{1}<\ldots<x_{n}\right\}}\left(s^{2}\right) \mathbf{U}_{n, p / 2}\left(\mathrm{~d} s^{2}\right) .
\end{gathered}
$$

By the definition of $\mathbf{U}_{n, p / 2, f}$ and $\mathbf{C}_{n, p / 2, f}$ for $f=\nabla_{\beta}$ and $\nabla_{\beta}^{c}:=C_{\nabla_{\beta}} \nabla_{\beta}$ it thereby follows that

$$
\begin{aligned}
& \mathbf{E} \tilde{h}(Z)= \frac{n!c_{n, \beta}^{M /}}{\operatorname{vol}_{\beta, n}\left(\mathbb{B}_{p, \beta}^{n, \mu}\right) C_{n, p, \nabla_{\beta}} \Gamma\left(\frac{n+m}{p / 2}+1\right) 2^{n}} \\
& \times \mathbf{W}(\{0\}) \int_{\mathbb{S}_{p / 2}^{n-1}} h\left(s^{2}\right) \mathbf{1}_{\left\{x \in \mathbb{R}_{+}^{n}: x_{1}<\ldots<x_{n}\right\}}\left(s^{2}\right) \mathbf{C}_{n, p / 2, \nabla_{\beta}}\left(\mathrm{d} s^{2}\right) \\
&+ \frac{n!c_{n, \beta}^{\mu}}{\operatorname{vol}_{\beta, n}\left(\mathbb{B}_{p, \beta}^{n, \mu}\right) C_{n, p, \nabla_{\beta}} \Gamma\left(\frac{n+m}{p / 2}+1\right) 2^{n}} \\
& \times \int_{\mathbb{B}_{p / 2}^{n}} h\left(s^{2}\right) \Psi_{\nabla_{\beta}^{c}}\left(s^{2}\right) \mathbf{1}_{\left\{x \in \mathbb{R}_{+}^{n}: x_{1}<\ldots<x_{n}\right\}}\left(s^{2}\right) \mathbf{U}_{n, p / 2, \nabla_{\beta}}\left(\mathrm{d} s^{2}\right) \\
&=n!\mathbf{W}(\{0\}) \int_{\mathbb{S}_{p / 2}^{n-1}} h\left(s^{2}\right) \mathbf{1}_{\left\{x \in \mathbb{R}_{+}^{n}: x_{1}<\ldots<x_{n}\right\}}\left(s^{2}\right) \mathbf{C}_{n, p / 2, \nabla_{\beta}^{c}}\left(\mathrm{~d} s^{2}\right) \\
&+n!\int_{\mathbb{B}_{p / 2}^{n}} h\left(s^{2}\right) \Psi_{\nabla_{\beta}^{c}}\left(s^{2}\right) \mathbf{1}_{\left\{x \in \mathbb{R}_{+}^{n}: x_{1}<\ldots<x_{n}\right\}}\left(s^{2}\right) \mathbf{U}_{n, p / 2, \nabla_{\beta}^{c}}\left(\mathrm{~d} s^{2}\right) .
\end{aligned}
$$

Finally, when permuting the coordinates of $s^{2}(A)$ by a uniform random permutation $\sigma$ from the symmetric group on $n$ elements, our probabilistic representation in Theorem 3.2.3 yields

$$
\begin{aligned}
\mathbf{E}(\tilde{h} \circ \sigma)(Z) & =\mathbf{W}(\{0\}) \int_{\mathbb{S}_{p / 2}^{n-1}} h\left(s^{2}\right) \mathbf{C}_{n, p / 2, \nabla_{\beta}^{c}}\left(\mathrm{~d} s^{2}\right)+\int_{\mathbb{B}_{p / 2}^{n}} h\left(s^{2}\right) \Psi_{\nabla_{\beta}^{c}}\left(s^{2}\right) \mathbf{U}_{n, p / 2, \nabla_{\beta}^{c}}\left(\mathrm{~d} s^{2}\right) \\
& =\mathbf{E} h\left(\frac{X}{\left(\|X\|_{p / 2}^{p / 2}+W\right)^{2 / p}}\right)
\end{aligned}
$$

which concludes the proof.

Remark 3.3.6 We now show that the degree of homogeneity of $\nabla_{\beta}^{c}$ is $m=\frac{\beta}{2} n^{2}-n$ as assumed in Theorem 3.3.5: Let $s \in[0, \infty), x \in \mathbb{R}^{n}, \beta \in\{1,2,4\}$, then

$$
\begin{aligned}
\nabla_{\beta}^{c}(s x) & =C_{\nabla_{\beta}} \prod_{1 \leq i<j \leq n}\left|s x_{i}-s x_{j}\right|^{\beta} \prod_{i=1}^{n}\left(s x_{i}\right)^{\frac{\beta}{2}-1} \\
& =s^{\frac{\beta}{2} n-n} C_{\nabla_{\beta}} \prod_{i=1}^{n} \prod_{j=i}^{n} s^{\beta}\left|x_{i}-x_{j}\right|^{\beta} \prod_{i=1}^{n} x_{i}^{\frac{\beta}{2}-1} \\
& =s^{\frac{\beta}{2} n-n} C_{\nabla_{\beta}} \prod_{i=1}^{n} s^{(n-i) \beta} \prod_{j=i}^{n}\left|x_{i}-x_{j}\right|^{\beta} \prod_{i=1}^{n} x_{i}^{\frac{\beta}{2}-1} \\
& =s^{\frac{\beta}{2} n-n} s^{\beta \sum_{i=0}^{n-1} i} C_{\nabla_{\beta}} \prod_{i=1}^{n} \prod_{j=i}^{n}\left|x_{i}-x_{j}\right|^{\beta} \prod_{i=1}^{n} x_{i}^{\frac{\beta}{2}-1} \\
& =s^{\frac{\beta}{2} n^{2}-n} \nabla_{\beta}^{c}(x) .
\end{aligned}
$$

Hence, our assumption was indeed justified.
Remark 3.3.7 For $\nabla_{\beta}^{c}$ the degree of homogeneity is $m=\frac{\beta}{2} n^{2}-n$. Thus, if we chose $\mathbf{W}=\mathbf{G}(\alpha, 1)$ for $\alpha>0$, analogue arguments as in Remark 3.2.8 for a random vector $X$ distributed on $\mathbb{R}_{+}^{n}$ as in Theorem 3.3.5 yield that

$$
\frac{\|X\|_{p / 2}^{p / 2}}{\|X\|_{p / 2}^{p / 2}+W} \sim \mathbf{B}\left(\frac{\beta}{p} n^{2}, \alpha\right),
$$

and for $\mathbf{W}=\vartheta \delta_{0}+(1-\vartheta) \mathbf{G}(\alpha, 1)$, where $\vartheta \in[0,1]$ and $\alpha \in(0, \infty)$, we have by the arguments from Proposition 3.2.10 that

$$
\frac{\|X\|_{p / 2}^{p / 2}}{\|X\|_{p / 2}^{p / 2}+W} \sim \vartheta \delta_{1}+(1-\vartheta) \mathbf{B}\left(\frac{\beta}{p} n^{2}, \alpha\right)
$$

### 3.4 Sanov-type LDPs for p-radial distributions on Euclidean p-balls

In [74] an LDP was derived for the empirical measure of the (suitably scaled) coordinates of a random vector that is distributed according to the cone probability measure $\mathbf{C}_{n, p}$ on $\mathbb{B}_{p}^{n}$. In this section, we prove a similar large deviation principle with the random vectors chosen according to one of the more general distributions $\mathbf{P}_{n, p, \mathbf{W}}$. We restrict ourselves to the following situation: for each $n \in \mathbb{N}$ we consider $\mathbf{W}_{n}:=\vartheta_{n} \delta_{0}+\left(1-\vartheta_{n}\right) \mathbf{G}\left(\alpha_{n}, 1\right)$ with $\vartheta_{n} \in[0,1]$ and $\alpha_{n} \geq 0$. This way, the distribution is specific enough to compute a concrete rate function, yet broad enough to
still encapsulate many interesting distributions for the corresponding $\mathbf{P}_{n, p, \mathbf{W}_{n}}$, such as those outlined in Remark 2.4.3. As we will see, the large deviation behaviour of the empirical measure will be dependent both on the limits $\lim _{n \rightarrow \infty} \vartheta_{n}=: \vartheta \in[0,1]$ and $\lim _{n \rightarrow \infty} \alpha_{n} n^{-1}=: \alpha \in[0, \infty)$ of the parameter sequences and their speed of convergence, and thus will be universal to all distributions who have the same parameter limits and parameter convergence speeds. We shall appropriately write $\Psi_{f, n}$ for the $p$ radial density associated with $\mathbf{W}_{n}$ as defined in Theorem 3.2.3 (however, the weighting function will not be needed in this section, i.e., it can be set to $f \equiv 1$ ). For probability measures $\nu, \mu \in \mathcal{M}_{1}(\mathbb{R})$ we define the relative entropy of $\nu$ with respect to $\mu$ as

$$
H(\nu \| \mu):= \begin{cases}\int_{\mathbb{R}} \log \frac{\nu(\mathrm{d} x)}{\mu(\mathrm{d} x)} \nu(\mathrm{d} x) & : \nu \ll \mu  \tag{3.19}\\ +\infty & : \text { otherwise }\end{cases}
$$

where $\nu \ll \mu$ denotes absolute continuity of $\nu$ with respect to $\mu$ and $\frac{\nu(\mathrm{d} x)}{\mu(\mathrm{d} x)}$ denotes the corresponding Radon-Nikodým derivative. For a random vector $Z^{(n)}:=\left(Z_{1}^{(n)}, \ldots, Z_{n}^{(n)}\right)$ in $\mathbb{R}^{n}$ the empirical measure of its coordinates is defined as

$$
\nu_{n}:=\frac{1}{n} \sum_{i=1}^{n} \delta_{Z_{i}^{(n)}} .
$$

In the following result, the random vector $Z^{(n)}$ will have distribution $\mathbf{C}_{n, p}$ on $\mathbb{B}_{p}^{n}$, thus we will consider the empirical measure of the coordinates scaled by the factor $n^{1 / p}$, i.e.,

$$
\mu_{n}:=\frac{1}{n} \sum_{i=1}^{n} \delta_{n^{1 / p} Z_{i}^{(n)}} .
$$

The scaling is necessary to receive non-trivial results and can be derived by the following reasoning. Since the defining condition of $\mathbb{S}_{p}^{n-1}$ restricts the $n$-fold sum of $p$-th powers of the coordinates of a random vector to be equal to one, it follows that the typical coordinate of that vector must be of order $n^{-1 / p}$, which the rescaling counteracts (cf. [74, Proposition 2.2]). The same scaling will be applied for all other distributions on $\ell_{p}^{n}$-balls as well, as they all have $p$-radial components that are less or equal to that of the cone probability measure. We will often just call $\mu_{n}$ the empirical measure of a random vector $Z^{(n)}$. As mentioned in the introduction, Rachev and Rüschendorf [99] showed that the (one dimensional) marginal distributions of $\mathbf{C}_{n, p}$ asymptotically are $p$-generalized Gaussian distributions $\tilde{\mathbf{N}}_{p}$, thus the expectation of the $\mu_{n}$ is $\tilde{\mathbf{N}}_{p}$. In [74, Proposition 3.6] Kim and Ramanan derived the following Sanov-type LDP for the empirical measure of a random vector in $\mathbb{B}_{p}^{n}$ with distribution $\mathbf{C}_{n, p}$.

Proposition 3.4.1 Let $0<p<\infty$ and let $\left(Z^{(n)}\right)_{n \in \mathbb{N}}$ be a sequence of random vectors $Z^{(n)}=\left(Z_{1}^{(n)}, \ldots, Z_{n}^{(n)}\right)$ in $\mathbb{B}_{p}^{n}$ with distribution $\mathbf{C}_{n, p}$. For $\mu \in \mathcal{M}_{1}(\mathbb{R})$ denote by $m_{p}(\mu)$ its $p$-th absolute moment as in (2.5). Then the sequence of random probability measures $\left(\mu_{n}\right)_{n \in \mathbb{N}}$ with $\mu_{n}:=\frac{1}{n} \sum_{i=1}^{n} \delta_{n^{1 / p} Z_{i}^{(n)}}$ satisfies a large deviation principle on $\mathcal{M}_{1}(\mathbb{R})$ with speed $n$ and good rate function

$$
\mathcal{I}_{\text {cone }}(\mu)= \begin{cases}H\left(\mu \| \tilde{\mathbf{N}}_{p}\right)+\left(1-m_{p}(\mu)\right) & : m_{p}(\mu) \leq 1 \\ +\infty & : \text { otherwise }\end{cases}
$$

Thus, in accordance with the theorem of Sanov, the rate function is given by the relative entropy with respect to the asymptotic coordinate distribution $\tilde{\mathbf{N}}_{p}$, but with an additional "penalty term" based on the $p$-th absolute moment of a measure.

## Remark 3.4.2

(i) The original version of this result in [74, Proposition 3.6] was only formulated for $p \in[1, \infty]$, but can be expanded to $p \in(0, \infty]$, since all the probabilistic representations used in the proof also hold for $p \in(0,1)$, and neither the convexity of $\mathbb{B}_{p}^{n}$ nor the norm-property of $\|\cdot\|_{p}$ was used in the proof. We exclude the case $p=\infty$ in this chapter though, hence we only present results for $p \in(0, \infty)$.
(ii) As mentioned in Remark 2.2.3, the scale of the $p$-generalized Gaussians in [74] is $p^{1 / p}$ instead of 1 , that is, one considers $\mathbf{N}_{p}$ instead of $\tilde{\mathbf{N}}_{p}$. Accordingly, the rate function in Proposition 3.4.1 had to be adjusted to compensate for the different parametrization in this chapter, which was chosen to keep the main results more in line with those for matrix $p$-balls from [62], which employ $\tilde{\mathbf{N}}_{p}$.
(iii) The above Sanov-type LDP for Euclidean $p$-balls of Kim and Ramanan [74] has been recently generalized to a Sanov-type LDP for Orlicz balls by Frühwirth and Prochno in [35]. Despite being proven differently, due to the lack of Schechtman-Zinn-type probabilistic representations, their results still exhibit a similarity to those in [74] with the rate function of the LDP being given by a relative entropy term and a generalization of the moment penalty.

We now extend Proposition 3.4.1 to random vectors with distribution $\mathbf{P}_{n, p, \mathbf{W}_{n}}$ on $\mathbb{B}_{p}^{n}$. It will turn out that the rate function will again be based on the relative entropy, this time perturbed by some more elaborate $p$-th moment penalty.

Theorem 3.4.3 Let $0<p<\infty$ and let $\left(\vartheta_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $[0,1]$ such that $\lim _{n \rightarrow \infty} \vartheta_{n}=\vartheta \in[0,1]$ and denote by $k(\vartheta) \geq 1$ the smallest number for which $\lim _{n \rightarrow \infty} n^{-k(\vartheta)}\left|\log \left(1-\vartheta_{n}\right)\right|<+\infty$. Also let $\left(\alpha_{n}\right)_{n \in \mathbb{N}}$ be a positive, real sequence such that $\lim _{n \rightarrow \infty} \alpha_{n} n^{-1}=\alpha \in[0, \infty)$. For each $n \in \mathbb{N}$ let $\mathbf{W}_{n}=\vartheta_{n} \delta_{0}+\left(1-\vartheta_{n}\right) \boldsymbol{G}\left(\alpha_{n}, 1\right)$, and let $\left(Z^{(n)}\right)_{n \in \mathbb{N}}$ be a sequence of random vectors $Z^{(n)}=\left(Z_{1}^{(n)}, \ldots, Z_{n}^{(n)}\right)$ in $\mathbb{B}_{p}^{n}$ chosen according to the distribution $\mathbf{P}_{n, p, \mathbf{W}_{n}}$. Then the sequence of random probability measures $\left(\mu_{n}\right)_{n \in \mathbb{N}}$ with $\mu_{n}:=\frac{1}{n} \sum_{i=1}^{n} \delta_{n^{1 / P} Z_{i}^{(n)}}$ satisfies a large deviation principle on $\mathcal{M}_{1}(\mathbb{R})$ with speed $n$ and good rate function
$\mathcal{I}_{\text {emp }}(\mu)= \begin{cases}\mathcal{I}_{\text {cone }}(\mu)-c_{(1-\vartheta)} & : \begin{array}{l}m_{p}(\mu) \leq 1, k(\vartheta) \geq 1, \\ \mathcal{I}_{\text {cone }}(\mu)+\frac{1}{p} \log \left(\frac{1}{p}\right)-\left(\frac{1}{p}+\alpha\right) \log \left(\frac{1}{p}+\alpha\right) \\ -\alpha \log \left(\frac{1-m_{p}(\mu)}{\alpha}\right)-c_{(1-\vartheta)} \\ +\infty\end{array} \\ : \begin{array}{l}m_{p}(\mu)<1, k(\vartheta)=1, \\ \alpha>0\end{array} \\ \text { : otherwise, }\end{cases}$
where $\mathcal{I}_{\text {cone }}$ is the same as in Proposition 3.4.1 and

$$
c_{(1-\vartheta)}:= \begin{cases}\lim _{n \rightarrow \infty} n^{-1} \log \left(1-\vartheta_{n}\right) & : k(\vartheta)=1 \\ 0 & : k(\vartheta)>1\end{cases}
$$

## Remark 3.4.4

(i) The term $c_{(1-\vartheta)}$ serves as a correction term that is only positive if $\vartheta_{n}$ tends to 1 in such a way that both $n^{-1} \log \left(1-\vartheta_{n}\right)$ and $\left(\alpha_{n} n^{-1}\right)_{n \in \mathbb{N}}$ share the same speed of convergence. For the case $\vartheta \in[0,1)$ we always have that $k(\vartheta)=1$ and $c_{(1-\vartheta)}=\lim _{n \rightarrow \infty} n^{-1} \log \left(1-\vartheta_{n}\right)=0$, hence the rate function simplifies accordingly. For $k(\vartheta)>1$ (which implies that $\vartheta_{n}$ tends to $\vartheta=1$ faster than $\alpha_{n} n^{-1}$ tends to $\alpha$ ), the term $c_{(1-\vartheta)}$ also vanishes and the sequence $\left(\mu_{n}\right)_{n \in \mathbb{N}}$ from Theorem 3.4.3 based on $\mathbf{P}_{n, p, \mathbf{W}_{n}}$ shares its rate function with that for the cone measure $\mathbf{C}_{n, p}$ from Proposition 3.4.1. Any convergence speeds slower than $k(\vartheta)=1$ would only yield trivial results, as the resulting LDP for the $p$-radial component of our probabilistic representation (see Lemma 3.4.5) would have a speed slower than the LDP of the directional component (see Proposition 3.4.1). However, overall we see that for many parameter sequences $\left(\vartheta_{n}\right)_{n \in \mathbb{N}}$, i.e., for many distributions $\mathbf{P}_{n, p, \mathbf{W}_{n}}$, the rate functions of the corresponding LDPs are universal.
(ii) We need to consider $k(\vartheta)$ such that $\lim _{n \rightarrow \infty} n^{-k(\vartheta)}\left|\log \left(1-\vartheta_{n}\right)\right|<\infty$ in order to analyze the interplay between the convex combination of measures in $\mathbf{W}_{n}=\vartheta_{n} \delta_{0}+\left(1-\vartheta_{n}\right) \mathbf{G}\left(\alpha_{n}, 1\right)$ and the parameter sequence $\left(\alpha_{n}\right)_{n \in \mathbb{N}}$ of the involved gamma distributions. The value of $k(\vartheta)$ and the limiting behavior of $n^{-k(\vartheta)}\left|\log \left(1-\vartheta_{n}\right)\right|$ determine if the convex combination in $\mathbf{W}_{n}$ "drowns out" the involved gamma distributions $\mathbf{G}\left(\alpha_{n}, 1\right)$ faster than their parameter sequence $\left(\alpha_{n}\right)_{n \in \mathbb{N}}$ can grow and have an influence on the large deviation behavior.

The strategy of the proof of Theorem 3.4.3 will be the following: for a given random vector in $\mathbb{B}_{p}^{n}$ with distribution $\mathbf{P}_{n, p, \mathbf{W}_{n}}$ we apply the probabilistic representation from Proposition 2.4.5 for the specific $\mathbf{W}_{n}$. We split that representation into two components, one representing the directional component and the other representing the $p$-radial component of the random vector and we will derive LDPs for them separately. However, the LDP for the directional component (which has distribution $\mathbf{C}_{n, p}$ ) has been obtained in [74] (see Proposition 3.4.1). So, only the LDP for the $p$-radial component has to be established. Applying the contraction principle will then conclude the proof.

Lemma 3.4.5 Let $0<p<\infty$ and let $\left(\vartheta_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $[0,1]$ such that $\lim _{n \rightarrow \infty} \vartheta_{n}=\vartheta \in[0,1]$ and denote by $k(\vartheta) \geq 1$ the smallest number for which $\lim _{n \rightarrow \infty} n^{-k(\vartheta)}\left|\log \left(1-\vartheta_{n}\right)\right|<+\infty$ holds. Also let $\left(\alpha_{n}\right)_{n \in \mathbb{N}}$ be a positive, real sequence such that $\lim _{n \rightarrow \infty} \alpha_{n} n^{-1}=\alpha \in[0, \infty)$. For each $n \in \mathbb{N}$ let $X^{(n)}=\left(X_{1}^{(n)}, \ldots, X_{n}^{(n)}\right)$ be a random vector with independent coordinates such that $X_{i} \sim \tilde{\mathbf{N}}_{p}$. Independently of $\left(X^{(n)}\right)_{n \in \mathbb{N}}$, let $\left(W^{(n)}\right)_{n \in \mathbb{N}}$ be a sequence of random variables with $W^{(n)} \sim \mathbf{W}_{n}=$ $\vartheta_{n} \delta_{0}+\left(1-\vartheta_{n}\right) \boldsymbol{G}\left(\alpha_{n}, 1\right)$. Then the sequence of random variables $\left(B^{(n)}\right)_{n \in \mathbb{N}}$ with $B^{(n)}:=$ $\left\|X^{(n)}\right\|_{p}^{p} /\left(\left\|X^{(n)}\right\|_{p}^{p}+W^{(n)}\right)$ satisfies a large deviation principle on $[0,1]$ with speed $n$ and good rate function
$\mathcal{I}_{\text {beta }}(x)= \begin{cases}0 & : k(\vartheta)>1, x=1 \\ -\frac{1}{p} \log (x)-c_{(1-\vartheta)} & : \begin{array}{l}k(\vartheta)=1, \alpha=0, \\ x \in(0,1]\end{array} \\ -\frac{1}{p} \log (x p)-\alpha \log \left(\frac{1-x}{\alpha}\right)-\left(\frac{1}{p}+\alpha\right) \log \left(\frac{1}{p}+\alpha\right) & : \begin{array}{l}k(\vartheta)=1, \alpha>0, \\ x \in(0,1)\end{array} \\ -c_{(1-\vartheta)} & : \text { otherwise, },\end{cases}$
where

$$
c_{(1-\vartheta)}:= \begin{cases}\lim _{n \rightarrow \infty} n^{-1} \log \left(1-\vartheta_{n}\right) & : k(\vartheta)=1 \\ 0 & : k(\vartheta)>1\end{cases}
$$

Proof. We have seen in Proposition 3.2.10 that $B^{(n)} \sim \vartheta_{n} \delta_{1}+\left(1-\vartheta_{n}\right) \mathbf{B}\left(\frac{n}{p}, \alpha_{n}\right)$ (for $f \equiv 1$ with $m=0$ ). We intend to apply the theorem of Gärtner-Ellis (Proposition 2.3.7) to show the above LDP, somewhat following along the proof of Lemma 4.1 in [4], and thus consider the following limit for $t \in \mathbb{R}$ :

$$
\begin{aligned}
\Lambda(t) & :=\lim _{n \rightarrow \infty} \frac{1}{n} \log \mathbb{E}\left[e^{n t B^{(n)}}\right] \\
& =\lim _{n \rightarrow \infty} \frac{1}{n} \log \left[\int_{0}^{1} e^{n t x}\left(\vartheta_{n} \delta_{1}+\left(1-\vartheta_{n}\right) \mathbf{B}\left(\frac{n}{p}, \alpha_{n}\right)\right)(\mathrm{d} x)\right] \\
& =\lim _{n \rightarrow \infty} \frac{1}{n} \log \left[\vartheta_{n} e^{n t}+\left(1-\vartheta_{n}\right) \int_{0}^{1} e^{n t x} \mathbf{B}\left(\frac{n}{p}, \alpha_{n}\right)(\mathrm{d} x)\right] \\
& =t+\lim _{n \rightarrow \infty} \frac{1}{n} \log \left[\vartheta_{n}+\left(1-\vartheta_{n}\right) \int_{0}^{1} e^{n t(x-1)} \mathbf{B}\left(\frac{n}{p}, \alpha_{n}\right)(\mathrm{d} x)\right]
\end{aligned}
$$

which yields

$$
\Lambda(t)=t+\lim _{n \rightarrow \infty} \frac{1}{n} \log \left[\vartheta_{n}+\left(1-\vartheta_{n}\right) \frac{1}{B\left(\frac{n}{p}, \alpha_{n}\right)} \int_{0}^{1} e^{n t(x-1)} x^{\frac{n}{p}-1}(1-x)^{\alpha_{n}-1} \mathrm{~d} x\right] .
$$

The change of variables $y=1-x$ then gives us
$\Lambda(t)$

$$
\begin{align*}
& =t+\lim _{n \rightarrow \infty} \frac{1}{n} \log \left[\vartheta_{n}+\frac{1-\vartheta_{n}}{B\left(\frac{n}{p}, \alpha_{n}\right)} \int_{0}^{1} e^{-n t y}(1-y)^{\frac{n}{p}-1} y^{\alpha_{n}-1} \mathrm{~d} y\right] \\
& =t+\lim _{n \rightarrow \infty} \frac{1}{n} \log \left[\vartheta_{n}+\frac{1-\vartheta_{n}}{B\left(\frac{n}{p}, \alpha_{n}\right)} \int_{0}^{1} e^{n\left(-t y+\frac{n / p-1}{n} \log (1-y)+\frac{\alpha_{n}-1}{n} \log (y)\right)} \mathrm{d} y\right] . \tag{3.20}
\end{align*}
$$

At this point, we need to distinguish the cases $k(\vartheta)=1$ and $k(\vartheta)>1$, and the cases $\alpha=0$ and $\alpha>0$. The method of the proof will be mostly the same for those cases
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with $k(\vartheta)=1$, which is to give upper and lower bounds for the integrand in the above expression, such that only the initial coefficient in the exponent remains dependent on $n$, whereby we can apply one of the asymptotic integral expansion results presented in Section 3.1.2. After some explicit calculations, we will then let our upper and lower estimates approach our initial integrand, and thereby give the sought-after limit explicitly. For $k(\vartheta)>1$ the proof follows from rather straightforward calculations.

We begin with $k(\vartheta)=1$ and $\alpha>0$. For any $\epsilon>0$ there exists $n_{0} \in \mathbb{N}$ such that for $n \geq n_{0}$ and $y \in(0,1)$ we have that

$$
\begin{equation*}
e^{n\left(-t y+\left(\frac{1}{p}-\frac{1}{n}\right) \log (1-y)+\frac{\alpha_{n}-1}{n} \log (y)\right)} \leq e^{n\left(-t y+\left(\frac{1}{p}-\epsilon\right) \log (1-y)+(\alpha-\epsilon) \log (y)\right)} \tag{3.21}
\end{equation*}
$$

and

$$
\begin{equation*}
e^{n\left(-t y+\left(\frac{1}{p}-\frac{1}{n}\right) \log (1-y)+\frac{\alpha_{n}-1}{n} \log (y)\right)} \geq e^{n\left(-t y+\left(\frac{1}{p}+\epsilon\right) \log (1-y)+(\alpha+\epsilon) \log (y)\right)} \tag{3.22}
\end{equation*}
$$

Thus, the term in (3.20) for $\alpha>0$ is bounded from above by

$$
\begin{equation*}
t+\lim _{n \rightarrow \infty} \frac{1}{n} \log \left[\vartheta_{n}+\left(1-\vartheta_{n}\right) \frac{1}{B\left(\frac{n}{p}, \alpha_{n}\right)} \int_{0}^{1} e^{n\left(-t y+\left(\frac{1}{p}-\epsilon\right) \log (1-y)+(\alpha-\epsilon) \log (y)\right)} \mathrm{d} y\right] \tag{3.23}
\end{equation*}
$$

and bounded from below by

$$
\begin{equation*}
t+\lim _{n \rightarrow \infty} \frac{1}{n} \log \left[\vartheta_{n}+\left(1-\vartheta_{n}\right) \frac{1}{B\left(\frac{n}{p}, \alpha_{n}\right)} \int_{0}^{1} e^{n\left(-t y+\left(\frac{1}{p}+\epsilon\right) \log (1-y)+(\alpha+\epsilon) \log (y)\right)} \mathrm{d} y\right],( \tag{3.24}
\end{equation*}
$$

which we denote as $\Lambda_{-\epsilon}(t)$ and $\Lambda_{+\epsilon}(t)$, respectively. We want to apply the adapted Laplace principle from Remark 3.1.3 to the terms in limits of the above expressions, and thus denote

$$
\varrho_{-\epsilon, t}(y):=-t y+\left(\frac{1}{p}-\epsilon\right) \log (1-y)+(\alpha-\epsilon) \log (y)
$$

and

$$
\varrho_{+\epsilon, t}(y):=-t y+\left(\frac{1}{p}+\epsilon\right) \log (1-y)+(\alpha+\epsilon) \log (y)
$$

We already have that $\left(\vartheta_{n}\right)_{n \in \mathbb{N}}$ is bounded and non-negative. Also, $\left(1-\vartheta_{n}\right) B\left(\frac{n}{p}, \alpha_{n}\right)^{-1}$ is positive for all $n \in \mathbb{N}$ bigger than some $N \in \mathbb{N}$, since $k(\vartheta)=1$ implies that $\vartheta_{n} \neq 1$ for $n \in \mathbb{N}$ bigger than some $N \in \mathbb{N}$.

Furthermore, both $\varrho_{-\epsilon, t}$ and $\varrho_{+\epsilon, t}$ are twice continuously differentiable on $(0,1)$. It remains to show that (3.3) holds for the sequence $\left(s^{(2)}\right)_{n \in \mathbb{N}}$ with

$$
s_{n}^{(2)}:=\left(1-\vartheta_{n}\right) B\left(\frac{n}{p}, \alpha_{n}\right)^{-1},
$$

and that the maximum conditions of the Laplace principle are met by $\varrho_{-\epsilon, t}$ and $\varrho_{+\epsilon, t}$. We begin with the former. It follows from $\alpha>0$ that $\alpha_{n} \rightarrow+\infty$, thus Stirling's formula (2.4) tells us that, for increasing $n, B\left(\frac{n}{p}, \alpha_{n}\right)$ behaves like

$$
\sqrt{2 \pi} \frac{\left(\frac{n}{p}\right)^{n / p-1 / 2} \alpha_{n}^{\alpha_{n}-1 / 2}}{\left(\frac{n}{p}+\alpha_{n}\right)^{n / p+\alpha_{n}-1 / 2}}
$$

Hence, we have

$$
\begin{align*}
& \lim _{n \rightarrow \infty} \frac{1}{n} \log \frac{1}{B\left(\frac{n}{p}, \alpha_{n}\right)} \\
= & -\lim _{n \rightarrow \infty}\left[\frac{\log \sqrt{2 \pi}}{n}+\frac{\frac{n}{p}-\frac{1}{2}}{n}\left(\log n+\log \frac{n / p}{n}\right)+\frac{\alpha_{n}-\frac{1}{2}}{n}\left(\log n+\log \frac{\alpha_{n}}{n}\right)\right. \\
& \left.\quad-\frac{\frac{n}{p}+\alpha_{n}-\frac{1}{2}}{n}\left(\log n+\log \frac{\frac{n}{p}+\alpha_{n}}{n}\right)\right] \\
= & -\frac{1}{p} \log \frac{1}{p}-\alpha \log \alpha+\left(\frac{1}{p}+\alpha\right) \log \left(\frac{1}{p}+\alpha\right) . \tag{3.25}
\end{align*}
$$

Thus, with $k(\vartheta)=1$ and the above, it follows for the sequence $\left(s_{n}^{(2)}\right)_{n \in \mathbb{N}}$, given by $s_{n}^{(2)}=\left(1-\vartheta_{n}\right) B\left(\frac{n}{p}, \alpha_{n}\right)^{-1}$, that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \log s_{n}^{(2)}=c_{(1-\vartheta)}-\frac{1}{p} \log \frac{1}{p}-\alpha \log \alpha+\left(\frac{1}{p}+\alpha\right) \log \left(\frac{1}{p}+\alpha\right)<+\infty \tag{3.26}
\end{equation*}
$$

Regarding the maximum conditions of the Laplace principle, direct calculation yields that for $\epsilon<\min \left\{\alpha, \frac{1}{p}\right\}$ and $t \in \mathbb{R} \backslash\{0\}$ we have

$$
\sup _{y \in(0,1)} \varrho_{-\epsilon, t}(y)=\sup _{y \in(0,1)}\left[-t y+\left(\left(\frac{1}{p}-\epsilon\right) \log (1-y)+(\alpha-\epsilon) \log (y)\right)\right]
$$

$$
\begin{aligned}
= & \frac{1}{2}\left[-t-\left(\alpha+\frac{1}{p}-2 \epsilon\right)-\sqrt{\left(\alpha+\frac{1}{p}-2 \epsilon+t\right)^{2}-4(\alpha-\epsilon) t}\right] \\
& +\left(\frac{1}{p}-\epsilon\right) \log \frac{t-\left(\alpha+\frac{1}{p}-2 \epsilon\right)-\sqrt{\left(\alpha+\frac{1}{p}-2 \epsilon+t\right)^{2}-4(\alpha-\epsilon) t}}{2 t} \\
& +(\alpha-\epsilon) \log \frac{t+\left(\alpha+\frac{1}{p}-2 \epsilon\right)+\sqrt{\left(\alpha+\frac{1}{p}-2 \epsilon+t\right)^{2}-4(\alpha-\epsilon) t}}{2 t}
\end{aligned}
$$

and for $t=0$ it holds that

$$
\sup _{y \in(0,1)} \varrho_{-\epsilon, 0}(y)=\left(\frac{1}{p}-\epsilon\right) \log \frac{\frac{1}{p}}{\alpha+\frac{1}{p}-2 \epsilon}+(\alpha-\epsilon) \log \frac{\alpha-\epsilon}{\alpha+\frac{1}{p}-2 \epsilon} .
$$

The analogue of the above holds for the maximum of $\varrho_{+\epsilon, t}$, simply replacing $-\epsilon$ by $+\epsilon$ (also, in this latter calculation the condition $\epsilon<\min \left\{\alpha, \frac{1}{p}\right\}$ is not required). By the above, it follows that the suprema of $\varrho_{-\epsilon, t}$ and $\varrho_{+\epsilon, t}$ are not attained on the boundary of the interval $[0,1]$, hence the Laplace principle can be applied to both. But before doing so, by setting

$$
\Psi_{-\epsilon}(y):=-\left(\frac{1}{p}-\epsilon\right) \log (1-y)-(\alpha-\epsilon) \log (y)
$$

and

$$
\Psi_{+\epsilon}(y):=-\left(\frac{1}{p}+\epsilon\right) \log (1-y)-(\alpha+\epsilon) \log (y)
$$

we see that

$$
\begin{equation*}
\sup _{y \in(0,1)} \varrho_{-\epsilon, t}(y)=\sup _{y \in(0,1)}\left[(-t) y-\Psi_{-\epsilon}(y)\right]=\Psi_{-\epsilon}^{*}(-t), \tag{3.27}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{y \in(0,1)} \varrho_{+\epsilon, t}(y)=\sup _{y \in(0,1)}\left[(-t) y-\Psi_{+\epsilon}(y)\right]=\Psi_{+\epsilon}^{*}(-t) \tag{3.28}
\end{equation*}
$$

i.e., the suprema of $\varrho_{-\epsilon, t}$ and $\varrho_{+\epsilon, t}$ can be written as Legendre-Fenchel transforms of $\Psi_{-\epsilon}$ and $\Psi_{+\epsilon}$ at $(-t)$, respectively. Now, using the adapted Laplace principle from (3.4), and the identities from (3.26), (3.27), and (3.28), we can reformulate the respective upper and lower bounds $\Lambda_{-\epsilon}(t), \Lambda_{+\epsilon}(t)$ from (3.23) and (3.24) as

$$
\Lambda_{-\epsilon}(t)=t+c_{(1-\vartheta)}-\frac{1}{p} \log \frac{1}{p}-\alpha \log \alpha+\left(\frac{1}{p}+\alpha\right) \log \left(\frac{1}{p}+\alpha\right)+\Psi_{-\epsilon}^{*}(-t)
$$

and

$$
\Lambda_{+\epsilon}(t)=t+c_{(1-\vartheta)}-\frac{1}{p} \log \frac{1}{p}-\alpha \log \alpha+\left(\frac{1}{p}+\alpha\right) \log \left(\frac{1}{p}+\alpha\right)+\Psi_{+\epsilon}^{*}(-t)
$$

As the above holds for every sufficiently small $\epsilon>0$, considering the limit of $\Lambda_{-\epsilon}(t)$ and $\Lambda_{+\epsilon}(t)$ as $\epsilon$ tends to 0 yields that

$$
\Lambda(t)=t+c_{(1-\vartheta)}-\frac{1}{p} \log \frac{1}{p}-\alpha \log \alpha+\left(\frac{1}{p}+\alpha\right) \log \left(\frac{1}{p}+\alpha\right)+\Psi^{*}(-t)
$$

where $\Psi^{*}$ is the Legendre-Fenchel transform of $\Psi$ with $\Psi(y):=-\frac{1}{p} \log (1-y)-\alpha \log (y)$, which is the limit of both $\Psi_{-\epsilon}$ and $\Psi_{+\epsilon}$ as $\epsilon$ tends to 0 . Since $\Lambda$ is finite in an open neighbourhood of the origin and is lower semi-continuous and differentiable, it now follows via the theorem of Gärtner-Ellis (Proposition 2.3.7) that the sequence $\left(B^{(n)}\right)_{n \in \mathbb{N}}$ satisfies an LDP with speed $n$ and rate function $\Lambda^{*}$. Setting

$$
c_{\vartheta, p, \alpha}:=c_{(1-\vartheta)}-\frac{1}{p} \log \frac{1}{p}-\alpha \log \alpha+\left(\frac{1}{p}+\alpha\right) \log \left(\frac{1}{p}+\alpha\right)
$$

for notational brevity, we get that for $x \in(0,1)$

$$
\begin{aligned}
\Lambda^{*}(x) & =\sup _{t \in \mathbb{R}}[t x-\Lambda(t)] \\
& =\sup _{t \in \mathbb{R}}\left[t x-t-\Psi^{*}(-t)\right]-c_{\vartheta, p, \alpha} \\
& =\sup _{t \in \mathbb{R}}\left[t(x-1)-\Psi^{*}(-t)\right]-c_{\vartheta, p, \alpha}
\end{aligned}
$$

Again, using the change of variables $z=1-x$ as in (3.20), we get

$$
\Lambda^{*}(x)=\sup _{t \in \mathbb{R}}\left[(-t) z+\Psi^{*}(-t)\right]-c_{\vartheta, p, \alpha}=\sup _{\tilde{t} \in \mathbb{R}}\left[\tilde{t} z-\Psi^{*}(\tilde{t})\right]-c_{\vartheta, p, \alpha}=\left(\Psi^{*}\right)^{*}(z)-c_{\vartheta, p, \alpha}
$$

By Lemma 2.1.1 (2), the Legendre-Fenchel transform is an involution on $(0,1)$, hence

$$
\Lambda^{*}(x)=\left(\Psi^{*}\right)^{*}(z)-c_{\vartheta, p, \alpha}=\Psi(z)-c_{\vartheta, p, \alpha} .
$$

Plugging in the definition of $\Psi$ and rolling back the previous change of variables, we have that

$$
\begin{aligned}
\Lambda^{*}(x) & =-\frac{1}{p} \log (1-z)-\alpha \log (z)+\frac{1}{p} \log \frac{1}{p}+\alpha \log \alpha-\left(\frac{1}{p}+\alpha\right) \log \left(\frac{1}{p}+\alpha\right)-c_{(1-\vartheta)} \\
& =-\frac{1}{p} \log (x)-\alpha \log (1-x)+\frac{1}{p} \log \frac{1}{p}+\alpha \log \alpha-\left(\frac{1}{p}+\alpha\right) \log \left(\frac{1}{p}+\alpha\right)-c_{(1-\vartheta)} \\
& =-\frac{1}{p} \log (x p)-\alpha \log \left(\frac{1-x}{\alpha}\right)-\left(\frac{1}{p}+\alpha\right) \log \left(\frac{1}{p}+\alpha\right)-c_{(1-\vartheta)},
\end{aligned}
$$

yielding the first case of the rate function. For $x \in\{0,1\}$ direct computation yields that $\Lambda^{*}(x)=+\infty$ in these cases.

For $k(\vartheta)=1$ and $\alpha=0$ we need to slightly adapt some of the steps in the proof of the previous case. We again provide upper and lower bounds for the integrand, where the lower bound will be handled completely analogously to the previous case via the adapted Laplace principle (3.4), but the upper bound needs to be approached via the asymptotic integral results from (3.5). Let $\alpha=0$, then there exists $n_{0} \in \mathbb{N}$ such that for $n \geq n_{0}$ and $y \in(0,1)$ we have that

$$
\begin{aligned}
e^{n\left(-t y+\left(\frac{1}{p}+\epsilon\right) \log (1-y)+\epsilon \log (y)\right)} & \leq e^{n\left(-t y+\left(\frac{1}{p}-\frac{1}{n}\right) \log (1-y)+\frac{\alpha_{n}-1}{n} \log (y)\right)} \\
& \leq e^{n\left(-t y+\left(\frac{1}{p}-\epsilon\right) \log (1-y)\right)} .
\end{aligned}
$$

We choose a different upper bound here than in the previous case in (3.21), since for $\alpha=0$ and $(-1) \leq t$ the function $-t y+\left(\frac{1}{p}-\epsilon\right) \log (1-y)+(\alpha-\epsilon) \log (y)$ is strictly decreasing in $y$ and attains its maximum over $[0,1]$ on the boundary of the interval at 0 . Since this is not the case for the lower bound in (3.22), we can use its analogue for $\alpha=0$ here as well. With these bounds we get the following respective upper and lower bounds for the term in (3.20):

$$
\begin{equation*}
t+\lim _{n \rightarrow \infty} \frac{1}{n} \log \left[\vartheta_{n}+\left(1-\vartheta_{n}\right) \frac{1}{B\left(\frac{n}{p}, \alpha_{n}\right)} \int_{0}^{1} e^{n\left(-t y+\left(\frac{1}{p}-\epsilon\right) \log (1-y)\right)} \mathrm{d} y\right] \tag{3.29}
\end{equation*}
$$

and

$$
\begin{equation*}
t+\lim _{n \rightarrow \infty} \frac{1}{n} \log \left[\vartheta_{n}+\left(1-\vartheta_{n}\right) \frac{1}{B\left(\frac{n}{p}, \alpha_{n}\right)} \int_{0}^{1} e^{n\left(-t y+\left(\frac{1}{p}+\epsilon\right) \log (1-y)+\epsilon \log (y)\right)} \mathrm{d} y\right], \tag{3.30}
\end{equation*}
$$

again denoting these as $\Lambda_{-\epsilon}(t)$ and $\Lambda_{+\epsilon}(t)$, repectively. We again need to consider the behaviour of $\left(s^{(2)}\right)_{n \in \mathbb{N}}$ with $s_{n}^{(2)}:=\left(1-\vartheta_{n}\right) B\left(\frac{n}{p}, \alpha_{n}\right)^{-1}$ and check the conditions of the relevant asymptotic integral expansions for the functions in the respective integrands,
denoted as
$\tilde{\varrho}_{-\epsilon, t}(y):=-t y+\left(\frac{1}{p}-\epsilon\right) \log (1-y)$ and $\quad \tilde{\varrho}_{+\epsilon, t}(y):=-t y+\left(\frac{1}{p}+\epsilon\right) \log (1-y)+\epsilon \log (y)$.
If, on the one hand, both $\alpha_{n} \rightarrow+\infty$ and $\alpha=0$ hold simultaneously, applying Stirling's formula as in (3.25) and interpreting the expression $0 \log (0)$ as 0 yields that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \log \frac{1}{B\left(\frac{n}{p}, \alpha_{n}\right)}=0 \tag{3.31}
\end{equation*}
$$

If, on the other hand, $\alpha_{n}$ is bounded, again, by Stirling's formula (2.4), it follows that $B\left(\frac{n}{p}, \alpha_{n}\right)$ behaves like $\Gamma\left(\alpha_{n}\right)\left(\frac{n}{p}\right)^{-\alpha_{n}}$ for large $n \in \mathbb{N}$, which implies

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \log \frac{1}{B\left(\frac{n}{p}, \alpha_{n}\right)}=-\lim _{n \rightarrow \infty} \frac{\log \left(\Gamma\left(\alpha_{n}\right)\right)}{n}-\lim _{n \rightarrow \infty} \frac{\alpha_{n}}{n} \log \left(\frac{n}{p}\right)=0 \tag{3.32}
\end{equation*}
$$

The positivity of $s_{n}^{(2)}$ (at least almost everywhere) follows again by $k(\vartheta)=1$. The function $\tilde{\varrho}_{+\epsilon, t}$ satisfies the conditions of the Laplace principle (Proposition 3.1.2) by the same arguments as in the previous case. We again set
$\tilde{\Psi}_{-\epsilon}(y):=-\left(\frac{1}{p}-\epsilon\right) \log (1-y), \quad$ and $\quad \tilde{\Psi}_{+\epsilon}(y):=-\left(\frac{1}{p}+\epsilon\right) \log (1-y)-\epsilon \log (y)$,
such that

$$
\begin{equation*}
\sup _{y \in(0,1)} \tilde{\varrho}_{-\epsilon, t}(y)=\tilde{\Psi}_{-\epsilon}^{*}(-t) \quad \text { and } \quad \sup _{y \in(0,1)} \tilde{\varrho}_{+\epsilon, t}(y)=\tilde{\Psi}_{+\epsilon}^{*}(-t), \tag{3.33}
\end{equation*}
$$

as in (3.27) and (3.28). Now, using (3.31), (3.32), (3.33), and applying the adapted Laplace principle from (3.4) to the limit in $\Lambda_{+\epsilon}(t)$ in (3.30), we get

$$
\Lambda_{+\epsilon}(t)=t+c_{(1-\vartheta)}+\tilde{\Psi}_{+\epsilon}^{*}(-t)
$$

Again, we consider the limit of $\Lambda_{+\epsilon}$ as $\epsilon$ tends to zero, giving the lower bound for $\Lambda(t)$ :

$$
\begin{equation*}
\Lambda_{+0}(t)=t+c_{(1-\vartheta)}+\tilde{\Psi}_{+0}^{*}(-t)=t+c_{(1-\vartheta)}+\sup _{y \in(0,1)}\left[-t y+\frac{1}{p} \log (1-y)\right] \tag{3.34}
\end{equation*}
$$

As to the upper bound, for $(-1) \leq t$ the function $\tilde{\Psi}_{-\epsilon}^{*}$ satisfies conditions $(a)-(d)$ from Proposition 3.1.4, thus, by (3.5) from Remark 3.1.5, from (3.29) we get the upper bound for $\Lambda(t)$ :
$\Lambda_{-\epsilon}(t)=t+c_{(1-\vartheta)}+\tilde{\Psi}_{-\epsilon}^{*}(0)=t+c_{(1-\vartheta)}+\sup _{y \in[0,1]}\left[-\left(\frac{1}{p}-\epsilon\right) \log (1-y)\right]=t+c_{(1-\vartheta)}$.

For $t<(-1)$ the function $\tilde{\Psi}_{-\epsilon}$ is again strictly concave and attains its supremum on $(0,1)$, so applying the adapted Laplace principle (3.4) to (3.29) yields

$$
\Lambda_{-\epsilon}(t)=t+c_{(1-\vartheta)}+\tilde{\Psi}_{-\epsilon}^{*}(-t)
$$

Combining the two cases and again considering the limit for $\epsilon$ tending to zero, we see that overall it holds for $t \in \mathbb{R}$,

$$
\Lambda_{-0}(t)=t+c_{(1-\vartheta)}+\tilde{\Psi}_{-0}^{*}(t)=t+c_{(1-\vartheta)}+\sup _{y \in(0,1)}\left[-t y+\frac{1}{p} \log (1-y)\right]
$$

which together with (3.34) yields that

$$
\Lambda(t)=t+c_{(1-\vartheta)}+\sup _{y \in(0,1)}\left[-t y+\frac{1}{p} \log (1-y)\right]=t+c_{(1-\vartheta)}+\tilde{\Psi}^{*}(-t)
$$

with $\tilde{\Psi}^{*}$ being the Legendre-Fenchel transform of $\tilde{\Psi}$ with $\tilde{\Psi}(y):=-\frac{1}{p} \log (1-y)$. By the theorem of Gärtner-Ellis (Proposition 2.3.7) and the same involution and change of variables arguments as in the previous case, we get that for $\alpha=0$ the sequence $\left(B^{(n)}\right)_{n \in \mathbb{N}}$ thus satisfies an LDP with speed $n$ and rate function

$$
\Lambda^{*}(x)=-\frac{1}{p} \log (x)-c_{(1-\vartheta)} .
$$

Lastly, let $k(\vartheta)>1$. This implies on the one hand that $\vartheta=1$ and on the other hand that $\left(1-\vartheta_{n}\right)$ tends to zero faster than the integral expression in (3.20) tends to infinity, i.e., the product of both tends to zero. Hence, the expression in (3.20) simplifies to

$$
\begin{aligned}
\Lambda(t) & =t+\lim _{n \rightarrow \infty} \frac{1}{n} \log \left[\vartheta_{n}+\left(1-\vartheta_{n}\right) \frac{1}{B\left(\frac{n}{p}, \alpha_{n}\right)} \int_{0}^{1} e^{n\left(-t y+\frac{n / p-1}{n} \log (1-y)+\frac{\alpha_{n}-1}{n} \log (y)\right)} \mathrm{d} y\right] \\
& =t+\lim _{n \rightarrow \infty} \frac{1}{n} \log \left[\vartheta_{n}\right]=t
\end{aligned}
$$

which implies via the theorem of Gärtner-Ellis (Proposition 2.3.7) that the sequence $\left(B^{(n)}\right)_{n \in \mathbb{N}}$ satisfies an LDP on $[0,1]$ with speed $n$ and rate function

$$
\mathcal{I}_{\text {beta }}(x)=\Lambda^{*}(x)=\sup _{t \in \mathbb{R}}[t x-t]=\sup _{t \in \mathbb{R}}[t(x-1)]= \begin{cases}0 & : x=1 \\ +\infty & : \text { otherwise }\end{cases}
$$

This finishes the proof of Lemma 3.4.5.

Proof of Theorem 3.4.3. By the probabilistic representation results from Proposition 2.4.5 and Lemma 3.2.1 (i), and the distributional identities from Proposition 3.2.9 and Proposition 3.2.10 (all for $f \equiv 1$ ), we have that

$$
\mu_{n}=\frac{1}{n} \sum_{i=1}^{n} \delta_{n^{1 / p} Z_{i}^{(n)}} \stackrel{\mathcal{D}}{=} \frac{1}{n} \sum_{i=1}^{n} \delta_{n^{1 / p} p} \frac{x_{i}^{(n)}}{\left(\left\|X^{(n)}\right\|_{p}^{p}+W^{(n)}\right)^{1 / p}}=\frac{1}{n} \sum_{i=1}^{n} \delta_{\left.n^{1 / p} B^{(n)}\right)^{1 / p} \frac{X_{i}^{(n)}}{\left\|X^{(n)}\right\|_{p}}, ~, ~}^{\text {, }}
$$

where $X^{(n)}$ is a random vector with density $C_{n, p, 1} e^{-\|x\|_{p}^{p}}, x \in \mathbb{R}^{n}$, (i.e., with distribution $\left.\tilde{\mathbf{N}}_{p}^{\otimes n}\right), W^{(n)}$ is a random variable on $[0, \infty)$, independent of $X^{(n)}$, with distribution $\mathbf{W}_{n}=\vartheta_{n} \delta_{0}+\left(1-\vartheta_{n}\right) \mathbf{G}\left(\alpha_{n}, 1\right)$, and $B^{(n)}:=\left\|X^{(n)}\right\|_{p}^{p} /\left(\left\|X^{(n)}\right\|_{p}^{p}+W^{(n)}\right)$ as in Lemma 3.4.5. Let us define a sequence of random probability measures $\left(\xi_{n}\right)_{n \in \mathbb{N}}$ by

$$
\xi_{n}:=\frac{1}{n} \sum_{i=1}^{n} \delta_{n^{1 / p} \frac{X_{i}^{(n)}}{\left\|X^{(n)}\right\|_{p}}} .
$$

Then, since $X^{(n)} /\left\|X^{(n)}\right\|_{p}$ is independent from $\left\|X^{(n)}\right\|_{p}$ by Lemma 3.2.1, it follows from Proposition 2.3.4, Proposition 3.4.1, and Lemma 3.4.5 that the sequence $\left(\xi_{n}, B^{(n)}\right)_{n \in \mathbb{N}}$ satisfies a large deviation principle on $\mathcal{M}_{1}(\mathbb{R}) \times[0,1]$ with speed $n$ and good rate function

$$
\mathcal{I}_{1}(\xi, z)=\mathcal{I}_{\text {cone }}(\xi)+\mathcal{I}_{\text {beta }}(z), \quad(\xi, z) \in \mathcal{M}_{1}(\mathbb{R}) \times[0,1]
$$

In the case $z=0$, we can see by Lemma 3.4.5, that $\mathcal{I}_{\text {beta }}(0)=+\infty$ and thereby $\mathcal{I}_{1}(\xi, 0)=\mathcal{I}_{\text {cone }}(\xi)+\infty=+\infty$ for all $\xi \in \mathcal{M}_{1}(\mathbb{R})$. Thus, we confine ourselves to $z \in(0,1]$. Next, we introduce the continuous map $F_{p}: \mathcal{M}_{1}(\mathbb{R}) \times(0,1] \rightarrow \mathcal{M}_{1}(\mathbb{R})$ with $(\xi, z) \mapsto \xi\left(z^{-1 / p}.\right)$ and notice that for each $n \in \mathbb{N}$ and for any Borel set $A \in \mathcal{B}(\mathbb{R})$,

$$
\left.\begin{array}{rl}
F_{p}\left(\xi_{n}, B^{(n)}\right)(A) & =F_{p}\left(\frac{1}{n} \sum_{i=1}^{n} \delta_{n^{1 / p}} \frac{x_{i}^{(n)}}{\left\|X^{(n)}\right\|_{p}}\right.
\end{array}, B^{(n)}\right)(A) ~\left(\begin{array}{rl}
n & \sum_{i=1}^{n} \delta_{n^{1 / p} \frac{x_{i}^{(n)}}{\left\|X^{(n)}\right\|_{p}}}\left(B^{\left.(n)^{-1 / p} A\right)}\right. \\
& =\frac{1}{n} \sum_{i=1}^{n} \delta_{n^{1 / p} B^{(n)^{1 / p}}} \frac{X_{i}^{(n)}}{\left\|X^{(n)}\right\|_{p}} \\
& =\mu_{n}(A) .
\end{array}\right.
$$

By the contraction principle in Proposition 2.3.5, the sequence of random probability measures $\left(\mu_{n}\right)_{n \in \mathbb{N}}$ thus satisfies a large deviation principle with speed $n$ and good rate function $\mathcal{I}_{2}: \mathcal{M}_{1}(\mathbb{R}) \times(0,1] \rightarrow[0, \infty]$ given by

$$
\mathcal{I}_{2}(\mu)=\inf _{\xi\left(z^{-1 / p} \cdot\right)=\mu(\cdot)}\left[\mathcal{I}_{\text {cone }}(\xi)+\mathcal{I}_{\text {beta }}(z)\right], \quad \mu \in \mathcal{M}_{1}(\mathbb{R}), z \in(0,1]
$$

## CHAPTER 3. WEIGHTED $p$-RADIAL DISTRIBUTIONS ON $p$-BALLS

It remains to show that $\mathcal{I}_{2}$ in fact coincides with the rate function $\mathcal{I}_{\text {emp }}$ stated in the theorem. The rate functions $\mathcal{I}_{\text {cone }}$ and $\mathcal{I}_{\text {beta }}$ each depend on their respective parameters $m_{p}(\mu) \in[0, \infty], k(\vartheta) \geq 1$, and $\alpha \in[0, \infty)$, so we need to check for which parameter configurations they remain finite.

Case 1. Let $\mu \in \mathcal{M}_{1}(\mathbb{R})$ be such that $m_{p}(\mu)>1$. Then, by $\xi\left(z^{-1 / p} \cdot\right)=\mu(\cdot)$, we know that $m_{p}(\xi)=z^{-1} m_{p}(\mu)$, so $m_{p}(\xi)>1$. Therefore $\mathcal{I}_{\text {cone }}(\xi)=+\infty$ and $\mathcal{I}_{\text {emp }}(\mu)=\mathcal{I}_{2}(\mu)=+\infty$.

Case 2. Let $\mu \in \mathcal{M}_{1}(\mathbb{R})$ be such that $m_{p}(\mu) \leq 1$ and $\mathbf{W}_{n}$ be such that $\alpha=0$. By $\xi\left(z^{-1 / p} \cdot\right)=\mu(\cdot)$, we again know that $m_{p}(\xi)=z^{-1} m_{p}(\mu)$. Now we have to distinguish between the cases $m_{p}(\xi)>1$ and $m_{p}(\xi) \leq 1$. In the first case, $\mathcal{I}_{\text {cone }}(\xi)=+\infty$ and therefore $\mathcal{I}_{\text {emp }}(\mu)=\mathcal{I}_{2}(\mu)=+\infty$. If $m_{p}(\xi) \leq 1$, then $z$ is restricted to the non-empty interval $\left[m_{p}(\mu), 1\right]$. Hence, $z \in\left[m_{p}(\mu), 1\right] \cap(0,1]$. If $k(\vartheta)>1$, we know by Lemma 3.4.5 that $\mathcal{I}_{\text {beta }}(z)$ is only finite for $z=1$, in which case it follows that $\xi=\mu$ and $\mathcal{I}_{2}(\mu)=\mathcal{I}_{\text {cone }}(\mu)=\mathcal{I}_{\text {cone }}(\mu)-c_{(1-\vartheta)}$. If $k(\vartheta)=1$, by Proposition 3.4.1 and Lemma 3.4.5, we get

$$
\begin{aligned}
\mathcal{I}_{2}(\mu) & =\inf _{\xi\left(z^{-1 / p} \cdot\right)=\mu(\cdot)}\left[H\left(\xi \| \tilde{\mathbf{N}}_{p}\right)+\left(1-m_{p}(\xi)\right)-\frac{1}{p} \log (z)-c_{(1-\vartheta)}\right] \\
& =\inf _{\xi\left(z^{-1 / p} \cdot\right)=\mu(\cdot)}\left[\int_{\mathbb{R}} \log \frac{\xi(\mathrm{d} x)}{\tilde{\mathbf{N}}_{p}(\mathrm{~d} x)} \xi(\mathrm{d} x)+\left(1-z^{-1} m_{p}(\mu)\right)-\frac{1}{p} \log (z)\right]-c_{(1-\vartheta)} .
\end{aligned}
$$

The change of variables $y=z^{1 / p} x$ then gives us $\xi(\mathrm{d} x)=\xi\left(\mathrm{d} z^{-1 / p} y\right)=\mu(\mathrm{d} y)$, and

$$
\tilde{\mathbf{N}}_{p}(\mathrm{~d} x)=\tilde{\mathbf{N}}_{p}\left(\mathrm{~d} z^{-1 / p} y\right)=\left(2 z^{1 / p} \Gamma(1+1 / p)\right)^{-1} e^{-z^{-1}|y|^{p}} \mathrm{~d} y=: \tilde{\mathbf{N}}_{p, z}(\mathrm{~d} y)
$$

Thus,

$$
\mathcal{I}_{2}(\mu)=\inf _{z \in\left[m_{p}(\mu), 1\right] \cap(0,1]}\left[\int_{\mathbb{R}} \log \frac{\mu(\mathrm{d} y)}{\tilde{\mathbf{N}}_{p, z}(\mathrm{~d} y)} \mu(\mathrm{d} y)+\left(1-z^{-1} m_{p}(\mu)\right)-\frac{1}{p} \log (z)\right]-c_{(1-\vartheta)}
$$

which is only dependent on $z \in\left[m_{p}(\mu), 1\right] \cap(0,1]$. We further compute

$$
\begin{aligned}
\int_{\mathbb{R}} \log \frac{\mu(\mathrm{d} y)}{\tilde{\mathbf{N}}_{p, z}(\mathrm{~d} y)} \mu(\mathrm{d} y) & =\int_{\mathbb{R}} \log \left(\frac{\mu(\mathrm{d} y)}{\tilde{\mathbf{N}}_{p}(\mathrm{~d} y)} \frac{\tilde{\mathbf{N}}_{p}(\mathrm{~d} y)}{\tilde{\mathbf{N}}_{p, z}(\mathrm{~d} y)}\right) \mu(\mathrm{d} y) \\
& =\int_{\mathbb{R}} \log \frac{\mu(\mathrm{d} y)}{\tilde{\mathbf{N}}_{p}(\mathrm{~d} y)} \mu(\mathrm{d} y)+\int_{\mathbb{R}} \log \frac{\tilde{\mathbf{N}}_{p}(\mathrm{~d} y)}{\tilde{\mathbf{N}}_{p, z}(\mathrm{~d} y)} \mu(\mathrm{d} y)
\end{aligned}
$$

$$
=H\left(\mu \| \tilde{\mathbf{N}}_{p}\right)+\int_{\mathbb{R}} \log \frac{\tilde{\mathbf{N}}_{p}(\mathrm{~d} y)}{\tilde{\mathbf{N}}_{p, z}(\mathrm{~d} y)} \mu(\mathrm{d} y)
$$

Since

$$
\frac{\tilde{\mathbf{N}}_{p}(\mathrm{~d} y)}{\tilde{\mathbf{N}}_{p, z}(\mathrm{~d} y)}=e^{\left(z^{-1}-1\right)|y|^{p}} z^{1 / p}
$$

we conclude that

$$
\begin{align*}
\int_{\mathbb{R}} \log \frac{\mu(\mathrm{d} y)}{\tilde{\mathbf{N}}_{p, z}(\mathrm{~d} y)} \mu(\mathrm{d} y) & =H\left(\mu \| \tilde{\mathbf{N}}_{p}\right)+\int_{\mathbb{R}} \log \left(e^{\left(z^{-1}-1\right)|y|^{p}} z^{1 / p}\right) \mu(\mathrm{d} y) \\
& =H\left(\mu \| \tilde{\mathbf{N}}_{p}\right)+\left(z^{-1}-1\right) \int_{\mathbb{R}}|y|^{p} \mu(\mathrm{~d} y)+\frac{1}{p} \log (z) \int_{\mathbb{R}} \mu(\mathrm{d} y) \\
& =H\left(\mu \| \tilde{\mathbf{N}}_{p}\right)+\left(z^{-1}-1\right) m_{p}(\mu)+\frac{1}{p} \log (z) \tag{3.35}
\end{align*}
$$

which minimizes for $z=1$. Hence, the rate function is of the form

$$
\mathcal{I}_{2}(\mu)=H\left(\mu \| \tilde{\mathbf{N}}_{p}\right)+\left(1-m_{p}(\mu)\right)-c_{(1-\vartheta)}=\mathcal{I}_{\text {cone }}(\mu)-c_{(1-\vartheta)} .
$$

Case 3. Let $\mu \in \mathcal{M}_{1}(\mathbb{R})$ be such that $m_{p}(\mu) \leq 1$ and $\mathbf{W}_{n}$ be such that $\alpha>0$. By the same arguments as above, we assume that $m_{p}(\xi) \leq 1$ and $z \in\left[m_{p}(\mu), 1\right] \cap(0,1)$, where we exclude $z=1$ due to Lemma 3.4.5. Then, by Proposition 3.4.1 and Lemma 3.4.5, we get

$$
\begin{aligned}
& \mathcal{I}_{2}(\mu)=\inf _{\xi\left(z^{-1 / p} \cdot\right)=\mu(\cdot)}\left[H\left(\xi \| \tilde{\mathbf{N}}_{p}\right)+\left(1-m_{p}(\xi)\right)-\frac{1}{p} \log (p z)-\alpha \log \frac{1-z}{\alpha}\right. \\
& \left.-\left(\frac{1}{p}+\alpha\right) \log \left(\frac{1}{p}+\alpha\right)-c_{(1-\vartheta)}\right] \\
& =\inf _{\xi\left(z^{-1 / p} \cdot\right)=\mu(\cdot)}\left[\int_{\mathbb{R}} \log \frac{\xi(\mathrm{d} x)}{\tilde{\mathbf{N}}_{p}(\mathrm{~d} x)} \xi(\mathrm{d} x)+\left(1-z^{-1} m_{p}(\mu)\right)-\frac{1}{p} \log (p z)-\alpha \log \frac{1-z}{\alpha}\right] \\
& -\left(\frac{1}{p}+\alpha\right) \log \left(\frac{1}{p}+\alpha\right)-c_{(1-\vartheta)} .
\end{aligned}
$$

The change of variables $y=z^{1 / p} x$ as in Case 2 then lets us reformulate the above to

$$
\begin{aligned}
& \inf _{z \in\left[m_{p}(\mu), 1\right] \cap(0,1)}\left[\int_{\mathbb{R}} \log \frac{\mu(\mathrm{d} y)}{\tilde{\mathbf{N}}_{p, z}(\mathrm{~d} y)} \mu(\mathrm{d} y)+\left(1-z^{-1} m_{p}(\mu)\right)-\frac{1}{p} \log (p z)-\alpha \log \frac{1-z}{\alpha}\right] \\
&-\left(\frac{1}{p}+\alpha\right) \log \left(\frac{1}{p}+\alpha\right)-c_{(1-\vartheta)} .
\end{aligned}
$$
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Using the argument from (3.35) it follows that

$$
\begin{aligned}
\mathcal{I}_{2}(\mu)= & \inf _{z \in\left[m_{p}(\mu), 1\right] \cap(0,1)}\left[H\left(\mu \| \tilde{\mathbf{N}}_{p}\right)+\left(z^{-1}-1\right) m_{p}(\mu)+\frac{1}{p} \log (z)+\left(1-z^{-1} m_{p}(\mu)\right)\right. \\
& \left.-\frac{1}{p} \log (p z)-\alpha \log \frac{1-z}{\alpha}\right]-\left(\frac{1}{p}+\alpha\right) \log \left(\frac{1}{p}+\alpha\right)-c_{(1-\vartheta)} \\
= & H\left(\mu \| \tilde{\mathbf{N}}_{p}\right)+\left(1-m_{p}(\mu)\right)-\frac{1}{p} \log (p)+\alpha \log (\alpha)-\left(\frac{1}{p}+\alpha\right) \log \left(\frac{1}{p}+\alpha\right) \\
& -c_{(1-\vartheta)}+\inf _{z \in\left[m_{p}(\mu), 1\right] \cap(0,1)}[-\alpha \log (1-z)] \\
= & \mathcal{I}_{\text {cone }}(\mu)+\frac{1}{p} \log \left(\frac{1}{p}\right)-\left(\frac{1}{p}+\alpha\right) \log \left(\frac{1}{p}+\alpha\right)-\alpha \log \left(\frac{1-m_{p}(\mu)}{\alpha}\right)-c_{(1-\vartheta)}
\end{aligned}
$$

where the last equality only holds for $m_{p}(\mu)<1$, since for $m_{p}(\mu)=1$, we have $z \in\left[m_{p}(\mu), 1\right] \cap(0,1)=\emptyset$, and thus $\mathcal{I}_{2}(\mu)=+\infty$. Hence, $m_{p}(\mu)=1$ can only be permitted if $\alpha=0$.

Thus, we have shown that $\mathcal{I}_{2}$ in fact coincides with $\mathcal{I}_{\text {emp }}$ as given in Theorem 3.4.3, finishing its proof.

Example 3.4.6 If $\vartheta=0$, we get the large deviation behaviour of the empirical measure of a random vector distributed according to some beta-type distribution $\Psi_{f, n} \mathbf{U}_{n, p, f}$ as discussed in Example 3.2.7 for $f \equiv 1$. Note that this could be any distribution $\vartheta_{n} \mathbf{C}_{n, p}+\left(1-\vartheta_{n}\right) \Psi_{f, n} \mathbf{U}_{n, p, f}$ with $\vartheta_{n} \rightarrow \vartheta=0$. Since $\vartheta$ only influences the rate function via $c_{(1-\vartheta)}$ and $c_{(1-\vartheta)}=0$ for $\vartheta \in[0,1)$, any distribution $\vartheta_{n} \mathbf{C}_{n, p}+\left(1-\vartheta_{n}\right) \Psi_{f, n} \mathbf{U}_{n, p, f}$ with $\vartheta_{n} \rightarrow \vartheta \in[0,1)$ exhibits the same large deviation behaviour, i.e., shares the same universal rate function for the sequence $\left(\mu_{n}\right)_{n \in \mathbb{N}}$ of corresponding empirical measures

$$
\mathcal{I}_{\operatorname{emp}}(\mu)= \begin{cases}\mathcal{I}_{\text {cone }}(\mu) & : m_{p}(\mu) \leq 1, \alpha=0 \\ \mathcal{I}_{\text {cone }}(\mu)+\frac{1}{p} \log \frac{1}{p}-\left(\frac{1}{p}+\alpha\right) \log \left(\frac{1}{p}+\alpha\right) & : m_{p}(\mu)<1, \alpha>0 \\ -\alpha \log \left(\frac{1-m_{p}(\mu)}{\alpha}\right) & \\ +\infty & \text { :otherwise }\end{cases}
$$

### 3.5 Sanov-type LDPs for $p$-radial distributions on matrix $p$-balls

In this section, we want to use the tools from the previous sections to analyze the large deviation behaviours of random matrices in $\mathbb{B}_{p, \beta}^{n, \mathscr{H}}$ and $\mathbb{B}_{p, \beta}^{n, \mu}$ distributed according to $\mathbf{P}_{n, p, \mathbf{W}, \beta}^{\mathscr{L}}$ and $\mathbf{P}_{n, p, \mathbf{W}, \beta}^{\mathscr{M}}$, respectively. We will use the probabilistic representations from Theorem 3.3.1 and Theorem 3.3.5 regarding the eigenvalue and singular value distributions together with further large deviation results for their $p$-radial component in the spirit of Lemma 3.4.5 to derive LDPs for $\mathbb{B}_{p, \beta}^{n, \mathscr{H}}$ and $\mathbb{B}_{p, \beta}^{n, \mathscr{M}}$.

### 3.5.1 Self-adjoint matrix $p$-balls

In the case of the matrix $p$-balls our goal is to derive an LDP for the so-called empirical spectral measure of a random matrix in $\mathbb{B}_{p, \beta}^{n, \mathscr{H}}$. Let $Z^{(n)} \in \mathscr{H}_{n}\left(\mathbb{F}_{\beta}\right)$ be a self-adjoint random matrix with eigenvalues $\lambda_{1}\left(Z^{(n)}\right) \leq \ldots \leq \lambda_{n}\left(Z^{(n)}\right)$. We then define the empirical spectral measure as the random measure

$$
\nu_{n}:=\frac{1}{n} \sum_{i=1}^{n} \delta_{\lambda_{i}\left(Z^{(n)}\right)},
$$

i.e., the empirical measure with respect to the eigenvalues. We will again consider the suitably scaled version

$$
\mu_{n}:=\frac{1}{n} \sum_{i=1}^{n} \delta_{n^{1 / p} \lambda_{i}\left(Z^{(n)}\right)}
$$

and refer to it as the empirical spectral measure of the random matrix $Z^{(n)}$. In [63] a large deviation principle for the empirical spectral measure of random matrices chosen according to either $\mathbf{U}_{n, p, \beta}^{\mathscr{\mathscr { C }}}$ or $\mathbf{C}_{n, p, \beta}^{\mathscr{A}}$ was proven. In this section, we generalize this result by proving a large deviation principle for random matrices chosen according to one of the more general distributions $\mathbf{P}_{n, p, \mathbf{W}, \beta}^{\mathscr{C}}:=\mathbf{W}(\{0\}) \mathbf{C}_{n, p, \beta}^{\mathscr{C}}+\Psi^{\mathscr{H}} \mathbf{U}_{n, p, \beta}^{\mathscr{H}}$ on $\mathbb{B}_{p, \beta}^{n, \mathscr{H}}$ introduced in Section 3.3. We again consider distributions $\mathbf{W}_{n}:=\vartheta_{n} \delta_{0}+\left(1-\vartheta_{n}\right) \mathbf{G}\left(\alpha_{n}, 1\right)$ with weight sequence $\left(\vartheta_{n}\right)_{n \in \mathbb{N}}$ in $[0,1]$ and parameter sequence $\left(\alpha_{n}\right)_{n \in \mathbb{N}}$ in $[0, \infty)$, and thus write $\mathbf{P}_{n, p, \mathbf{W}_{n}, \beta}^{\mathscr{C}}$ and $\Psi_{n}^{\mathscr{H}}$ (and $\Psi_{f, n}$ in the Euclidean representation).

Theorem 3.5.1 Let $0<p<\infty, \beta \in\{1,2,4\}$, and let $\left(\vartheta_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $[0,1]$ with $\lim _{n \rightarrow \infty} \vartheta_{n}=\vartheta \in[0,1]$ and denote by $k(\vartheta) \geq 2$ the smallest number such that $\lim _{n \rightarrow \infty} n^{-k(\vartheta)}\left|\log \left(1-\vartheta_{n}\right)\right|<+\infty$. Further, let $\left(\alpha_{n}\right)_{n \in \mathbb{N}}$ be a positive, real sequence such that $\lim _{n \rightarrow \infty} \alpha_{n} n^{-2}=\alpha \in[0, \infty)$. For each $n \in \mathbb{N}$ let $\mathbf{W}_{n}=\vartheta_{n} \delta_{0}+\left(1-\vartheta_{n}\right) \boldsymbol{G}\left(\alpha_{n}, 1\right)$, and let $Z^{(n)}$ be a random matrix in $\mathbb{B}_{p, \beta}^{n, \mathscr{H}}$ chosen according to the distribution $\mathbf{P}_{n, p, \mathbf{W}_{n}, \beta}^{\mathscr{H}}$.

Then the sequence of random probability measures $\mu_{n}:=\frac{1}{n} \sum_{i=1}^{n} \delta_{n^{1 / p} \lambda_{i}\left(Z^{(n)}\right)}$ satisfies a large deviation principle on $\mathcal{M}_{1}(\mathbb{R})$ with speed $n^{2}$ and good rate function

$$
\mathcal{I}_{\text {emp }}^{\mathscr{H}}(\mu)=\left\{\begin{array}{lc}
m_{p}(\mu) \leq 1, \\
\mathcal{I}_{\text {cone }}^{\mathscr{H}}(\mu)-c_{(1-\vartheta)}^{\mathscr{H}} & : k(\vartheta) \geq 2 \\
& \alpha=0 \\
\mathcal{I}_{\text {cone }}^{\mathscr{H}}(\mu)+\frac{\beta}{2 p} \log \left(\frac{\beta}{2 p}\right)-\left(\frac{\beta}{2 p}+\alpha\right) \log \left(\frac{\beta}{2 p}+\alpha\right) & m_{p}(\mu)<1, \\
-\alpha \log \left(\frac{1-m_{p}(\mu)}{\alpha}\right)-c_{(1-\vartheta)}^{\mathscr{A}} & k(\vartheta)=2 \\
+\infty & \alpha>0 \\
& : \text { otherwise }
\end{array}\right.
$$

where
$\mathcal{I}_{\text {cone }}^{\mathscr{H}}(\mu)= \begin{cases}-\frac{\beta}{2} \int_{\mathbb{R}} \int_{\mathbb{R}} \log |x-y| \mu(\mathrm{d} x) \mu(\mathrm{d} y)+\frac{\beta}{2 p} \log \left(\frac{\sqrt{\pi} p \Gamma\left(\frac{p}{2}\right)}{2^{p} \sqrt{e} \Gamma\left(\frac{p+1}{2}\right)}\right) & : m_{p}(\mu) \leq 1 \\ +\infty & : \text { otherwise, }\end{cases}$
and

$$
c_{(1-\vartheta)}^{\mathscr{A}}:= \begin{cases}\lim _{n \rightarrow \infty} n^{-2} \log \left(1-\vartheta_{n}\right) & : k(\vartheta)=2 \\ 0 & : k(\vartheta)>2 .\end{cases}
$$

The proof of this result is rather similar to that of Theorem 3.4.3, with the main difference that it uses the probabilistic representation from Theorem 3.3.1, which is weighted by the repulsion factor $\Delta_{\beta}$ of the eigenvalues ( $\Delta_{\beta}^{c}$ with normalizing constants). We again split that probabilistic representation into two components, one directional component with distribution $\mathbf{C}_{n, p, \beta}^{\mathscr{A}}$ on the matrix $p$-ball and the other reflecting the $p$-radial component. The main difference will be that the degree of homogeneity $m$ of the weight function $f$ is non-zero if $f=\Delta_{\beta}^{c}$, but $m=\frac{\beta n(n-1)}{2}$. Therefore, as outlined in Remark 3.3.4, the first parameter of the beta distribution involved in the distribution of the $p$-radial component (compare with Lemma 3.4.5) will have a different limit behaviour, affecting both the speed (via the order of convergence) and the rate function (via the limit).

We now present two results outlining the large deviation behaviour of the aforementioned two components of the probabilistic representation of a random matrix with distribution $\mathbf{P}_{n, p, \mathbf{W}_{n}, \beta}^{\mathscr{H}}$. One will do so for the empirical spectral measure of random matrices with distribution $\mathbf{C}_{n, p, \beta}^{\mathscr{H}}$ on $\mathbb{B}_{p, \beta}^{n, \mathscr{H}}$ and the other for the $p$-radial component of the probabilistic representation. We start with the latter.

Lemma 3.5.2 Let $0<p<\infty, \beta \in\{1,2,4\}$, and let $\left(\vartheta_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $[0,1]$ with $\lim _{n \rightarrow \infty} \vartheta_{n}=\vartheta \in[0,1]$ and denote by $k(\vartheta) \geq 2$ the smallest number such that $\lim _{n \rightarrow \infty} n^{-k(\vartheta)}\left|\log \left(1-\vartheta_{n}\right)\right|<+\infty$. Also let $\left(\alpha_{n}\right)_{n \in \mathbb{N}}$ be a positive, real sequence such that $\lim _{n \rightarrow \infty} \alpha_{n} n^{-2}=\alpha \in[0, \infty)$. For each $n \in \mathbb{N}$ let $X^{(n)}=\left(X_{1}^{(n)}, \ldots, X_{n}^{(n)}\right)$ be a random vector with density $C_{n, p, \Delta_{\beta}^{c}} e^{-\|x\|_{p}^{p}} \Delta_{\beta}^{c}(x), x \in \mathbb{R}^{n}$, with $\Delta_{\beta}^{c}$ defined as in Theorem 3.3.1. Independently of the sequence $\left(X^{(n)}\right)_{n \in \mathbb{N}}$, let $\left(W^{(n)}\right)_{n \in \mathbb{N}}$ be a sequence of random variables with $W^{(n)} \sim \mathbf{W}_{n}=\vartheta_{n} \delta_{0}+\left(1-\vartheta_{n}\right) \boldsymbol{G}\left(\alpha_{n}, 1\right)$. Then the sequence of random variables $\left(B^{(n)}\right)_{n \in \mathbb{N}}$ with $B^{(n)}:=\left\|X^{(n)}\right\|_{p}^{p} /\left(\left\|X^{(n)}\right\|_{p}^{p}+W^{(n)}\right)$ satisfies a large deviation principle on $[0, \infty)$ with speed $n^{2}$ and good rate function
where

$$
c_{(1-\vartheta)}^{\mathscr{H}}:= \begin{cases}\lim _{n \rightarrow \infty} n^{-2} \log \left(1-\vartheta_{n}\right) & : k(\vartheta)=2 \\ 0 & : k(\vartheta)>2\end{cases}
$$

This is proven in the same way as Lemma 3.4 .5 with only a few differences. Since we are dealing with matrix $p$-balls here, the weight function is $\Delta_{\beta}^{c}$, which is homogeneous of degree $m=\frac{1}{2} \beta n(n-1)$. We use the probabilistic representation of the $\ell_{p}^{n}$-norm of the eigenvalue-vector via the distributional convex combination given in Remark 3.3.4. We have seen in the proof of Lemma 3.4.5 that the LDP of the latter is heavily dependent on the limits and orders of convergence of the involved parameter sequences. It holds for the first parameter of the involved beta distribution from Remark 3.3.4 that $\lim _{n \rightarrow \infty} \frac{n+m}{p} n^{-2}=\frac{\beta}{2 p}$. This explains the appearance of $n^{2}$ instead of $n$ for the speed and the factor $\frac{\beta}{2 p}$ instead of $\frac{1}{p}$ in the rate function.

The second lemma is a large deviation principle for the sequence of empirical spectral measures of a random matrix in $\mathbb{B}_{p, \beta}^{n, \mathscr{K}}$ with distribution $\mathbf{C}_{n, p, \beta}^{\mathscr{R}}$ from [62, Theorem 1.1].

## CHAPTER 3. WEIGHTED $p$-RADIAL DISTRIBUTIONS ON $p$-BALLS

Lemma 3.5.3 Let $0<p<\infty, \beta \in\{1,2,4\}$ and $n \in \mathbb{N}$. Further, let $Z^{(n)}$ be a random matrix in $\mathbb{B}_{p, \beta}^{n, \mathscr{H}}$ with distribution $\mathbf{C}_{n, p, \beta}^{\mathscr{H}}$ and eigenvalues $\lambda_{i}\left(Z^{(n)}\right), i \in\{1, \ldots, n\}$. Then the sequence of random probability measures $\mu_{n}:=\frac{1}{n} \sum_{i=1}^{n} \delta_{n^{1 / p} \lambda_{\lambda_{i}\left(Z^{(n)}\right)}}$ satisfies a large deviation principle on $\mathcal{M}_{1}(\mathbb{R})$ with speed $n^{2}$ and good rate function
$\mathcal{I}_{\text {cone }}^{\mathscr{H}}(\mu)= \begin{cases}-\frac{\beta}{2} \int_{\mathbb{R}} \int_{\mathbb{R}} \log |x-y| \mu(\mathrm{d} x) \mu(\mathrm{d} y)+\frac{\beta}{2 p} \log \left(\frac{\sqrt{\pi} p \Gamma\left(\frac{p}{2}\right)}{2^{p} \sqrt{e} \Gamma\left(\frac{p+1}{2}\right)}\right) & : m_{p}(\mu) \leq 1 \\ +\infty & : \text { otherwise } .\end{cases}$
Proof of Theorem 3.5.1. Since this proof is again quite similar to that of Theorem 3.4.3, we reduce it to the essential differences. We use the probabilistic representations from Theorem 3.3.1 and Lemma 3.2.1 (i), and the distributional identities from Proposition 3.2.9 and Proposition 3.2.10 to get

$$
\mu_{n}:=\frac{1}{n} \sum_{i=1}^{n} \delta_{n^{1 / p} \lambda_{i}\left(Z^{(n)}\right)} \stackrel{\mathcal{D}}{=} \frac{1}{n} \sum_{i=1}^{n} \delta_{n^{1 / p}} \frac{x_{i}^{(n)}}{\left(\left\|X^{(n)}\right\|_{p}^{p}+W^{(n)}\right)^{1 / p}}=\frac{1}{n} \sum_{i=1}^{n} \delta_{n^{1 / p} B^{(n)^{1 / p}} \frac{X_{i}^{(n)}}{\left\|X^{(n)}\right\|_{p}}, ~}
$$

where $X^{(n)}$ is a random vector with density $C_{n, p, \Delta_{\beta}^{c}} e^{-\|x\|_{p}^{p}} \Delta_{\beta}^{c}(x), x \in \mathbb{R}^{n}, W^{(n)}$ a random variable on $[0, \infty)$ with distribution $\mathbf{W}_{n}=\vartheta_{n} \delta_{0}+\left(1-\vartheta_{n}\right) \mathbf{G}\left(\alpha_{n}, 1\right)$, and with $B^{(n)}:=\left\|X^{(n)}\right\|_{p}^{p} /\left(\left\|X^{(n)}\right\|_{p}^{p}+W^{(n)}\right)$. Note, that while Theorem 3.3.1 makes a distributional statement for the randomly permuted eigenvalue vector $\lambda_{\sigma}(Z)$, the above statement holds for the empirical measure of the ordered eigenvalue vector $\lambda(Z)$ as well, since we are considering the Dirac measures of its coordinates within a sum, in which the order of the summands is irrelevant. Using Lemma 3.5.2 and Lemma 3.5.3, by the same arguments as in the proof of Theorem 3.4.3, we get that $\left(\mu_{n}\right)_{n \in \mathbb{N}}$ satisfies an LDP with speed $n^{2}$ and good rate function $\mathcal{I}_{2}^{\mathscr{C}}: \mathcal{M}_{1}(\mathbb{R}) \times(0,1] \rightarrow[0, \infty)$ given by

$$
\mathcal{I}_{2}^{\mathscr{C}}(\mu)=\inf _{\xi\left(z^{-1 / p} \cdot\right)=\mu(\cdot)}\left[\mathcal{I}_{\text {cone }}^{\mathscr{H}}(\xi)+\mathcal{I}_{\text {beta }}^{\mathscr{H}}(z)\right], \quad \mu \in \mathcal{M}_{1}(\mathbb{R}), z \in(0,1]
$$

It remains to show that $\mathcal{I}_{2}^{\mathscr{C}}$ is just the rate function $\mathcal{I}_{\text {emp }}^{\mathscr{C}}$ stated in the theorem. However, this is done analogously to the Euclidean setting by a case-by-case analysis of parameter configurations $m_{p}(\mu) \in[0, \infty], k(\vartheta) \geq 2$ and $\alpha \in[0, \infty)$, such that the rate functions $\mathcal{I}_{\text {cone }}^{\mathscr{H}}$ and $\mathcal{I}_{\text {beta }}^{\mathscr{H}}$ remain finite, hence we omit the details.

Example 3.5.4 Similar to Example 3.4.6, it follows that empirical spectral measure of a random matrix $Z^{(n)}$ of any distribution $\vartheta_{n} \mathbf{C}_{n, p, \beta}^{\mathscr{\mathscr { C }}}+\left(1-\vartheta_{n}\right) \Psi_{n}^{\mathscr{H}} \mathbf{U}_{n, p, \beta}^{\mathscr{C}}$ with $\vartheta_{n} \rightarrow$ $\vartheta \in[0,1)$ exhibits large deviation behaviour described by the rate function

$$
\mathcal{I}_{\text {emp }}^{\mathscr{H}}(\mu)= \begin{cases}\mathcal{I}_{\text {cone }}^{\mathscr{\ell}}(\mu) & : \begin{array}{l}
m_{p}(\mu) \leq 1 \\
\alpha=0
\end{array} \\
\mathcal{I}_{\text {cone }}^{\mathscr{H}}(\mu)+\frac{\beta}{2 p} \log \left(\frac{\beta}{2 p}\right)-\left(\frac{\beta}{2 p}+\alpha\right) \log \left(\frac{\beta}{2 p}+\alpha\right) & : \begin{array}{l}
m_{p}(\mu)<1 \\
\alpha \in(0, \infty) \\
-\alpha \log \left(\frac{1-m_{p}(\mu)}{\alpha}\right) \\
+\infty
\end{array} \\
: \text { otherwise }\end{cases}
$$

hence the rate function and the corresponding large deviation behaviour is universal for all these distributions.

### 3.5.2 Non-self-adjoint matrix $p$-balls

If the matrix is not self-adjoint, we define the empirical spectral measure of a matrix $Z^{(n)} \in \mathscr{M}_{n}\left(\mathbb{F}_{\beta}\right)$ with respect to the squared singular values $s_{1}^{2}\left(Z^{(n)}\right) \leq \ldots \leq s_{n}^{2}\left(Z^{(n)}\right)$ as

$$
\mu_{n}:=\frac{1}{n} \sum_{i=1}^{n} \delta_{n^{2 / p} s_{i}^{2}\left(Z^{(n)}\right)} .
$$

Note that, just as before, the coordinates of the vector $\left(s_{1}^{2}\left(Z^{(n)}\right), \ldots, s_{n}^{2}\left(Z^{(n)}\right)\right) \in \mathbb{R}_{+}^{n}$ are suitably scaled. In the non-self-adjoint case, we refer to the rescaled empirical spectral measure with respect to the squared singular values when we talk of the empirical spectral measure. As in the previous section, a large deviation principle for the empirical spectral measure of a sequence of random matrices with distribution $\mathbf{U}_{n, p, \beta}^{\mu}$ or $\mathbf{C}_{n, p, \beta}^{\mu /}$ on $\mathbb{B}_{p, \beta}^{n, \mu}$ was proven in [62]. Especially, it was observed that the rate function in both cases is the same up to a constant. Slightly adapting the proof of Theorem 3.5.1, we can show that this phenomenon occurs in a more general context. The proof is now based on Theorem 3.3.5 and the norm distribution outlined in Remark 3.3.7 instead of Theorem 3.3.1 and Remark 3.3.4, but this time also on [62, Theorem 1.5] instead of [62, Theorem 1.1], the latter of which we stated as Lemma 3.5.3 above.

Theorem 3.5.5 Let $0<p<\infty, \beta \in\{1,2,4\}$, and let $\left(\vartheta_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $[0,1]$ with $\lim _{n \rightarrow \infty} \vartheta_{n}=\vartheta \in[0,1]$ and denote by $k(\vartheta) \geq 2$ the smallest number such that $\lim _{n \rightarrow \infty} n^{-k(\vartheta)}\left|\log \left(1-\vartheta_{n}\right)\right|<+\infty$. Also, let $\left(\alpha_{n}\right)_{n \in \mathbb{N}}$ be a positive, real sequence such that $\lim _{n \rightarrow \infty} \alpha_{n} n^{-2}=\alpha \in[0, \infty)$. For each $n \in \mathbb{N}$ let $\mathbf{W}_{n}=\vartheta_{n} \delta_{0}+\left(1-\vartheta_{n}\right) \boldsymbol{G}\left(\alpha_{n}, 1\right)$, and let $Z^{(n)}$ be a random matrix in $\mathbb{B}_{p, \beta}^{n, \mu}$ chosen according to the distribution $\mathbf{P}_{n, p, \mathbf{W}_{n}, \beta}^{M}$. Then the sequence of random probability measures $\mu_{n}:=\frac{1}{n} \sum_{i=1}^{n} \delta_{n^{2 / p} s_{i}^{2}\left(Z^{(n)}\right)}$ satisfies a large deviation principle on $\mathcal{M}_{1}\left(\mathbb{R}_{+}\right)$with speed $n^{2}$ and good rate function
$\mathcal{I}_{\text {emp }}^{\prime \prime \prime}(\mu)= \begin{cases}\mathcal{I}_{\text {cone }}^{\prime \prime \prime}(\mu)-c_{(1-\vartheta)}^{\prime \prime} & : \begin{array}{l}m_{p}(\mu) \leq 1, k(\vartheta) \geq 2, \\ \mathcal{I}_{\text {cone }}^{\prime \prime}(\mu)+\frac{\beta}{p} \log \left(\frac{\beta}{p}\right)-\left(\frac{\beta}{p}+\alpha\right) \log \left(\frac{\beta}{p}+\alpha\right) \\ -\alpha \log \left(\frac{1-m_{p}(\mu)}{\alpha}\right)-c_{(1-\vartheta)}^{\prime \prime}\end{array} \\ : \begin{array}{l}m_{p}(\mu)<1, k(\vartheta)=2, \\ \alpha>0\end{array} & : \text { otherwise },\end{cases}$
where
$\mathcal{I}_{\text {cone }}^{\mu}(\mu)= \begin{cases}-\frac{\beta}{2} \int_{\mathbb{R}} \int_{\mathbb{R}} \log |x-y| \mu(\mathrm{d} x) \mu(\mathrm{d} y)+\frac{\beta}{p} \log \left(\frac{\sqrt{\pi} p \Gamma\left(\frac{p}{2}\right)}{2^{p} \sqrt{e} \Gamma\left(\frac{p+1}{2}\right)}\right) & : m_{p / 2}(\mu) \leq 1 \\ +\infty & : \text { otherwise, }\end{cases}$ and

$$
c_{(1-\vartheta)}^{\mathscr{\prime}}:= \begin{cases}\lim _{n \rightarrow \infty} n^{-2} \log \left(1-\vartheta_{n}\right) & : k(\vartheta)=2 \\ 0 & : k(\vartheta)>2\end{cases}
$$

The proof of Theorem 3.5.5 is completely analogous to the one of Theorem 3.5.1, thus we will only point out the changes in the auxiliary results that need to be made.

Lemma 3.5.6 Let $0<p<\infty, \beta \in\{1,2,4\}$, and let $\left(\vartheta_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $[0,1]$ with $\lim _{n \rightarrow \infty} \vartheta_{n}=\vartheta \in[0,1]$ and denote by $k(\vartheta) \geq 2$ the smallest number such that $\lim _{n \rightarrow \infty} n^{-k(\vartheta)}\left|\log \left(1-\vartheta_{n}\right)\right|<+\infty$. Also, let $\left(\alpha_{n}\right)_{n \in \mathbb{N}}$ be a positive, real sequence such that $\lim _{n \rightarrow \infty} \alpha_{n} n^{-2}=\alpha \in[0, \infty)$. For each $n \in \mathbb{N}$ let $X^{(n)}=\left(X_{1}^{(n)}, \ldots, X_{n}^{(n)}\right)$ be a random vector with density $C_{n, p / 2, \nabla_{\beta}^{c}} e^{-\|x\|_{p / 2}^{p / 2}} \nabla_{\beta}^{c}(x), x \in \mathbb{R}_{+}^{n}$, with $\nabla_{\beta}^{c}$ defined as in Theorem 3.3.5. Independently of the sequence $\left(X^{(n)}\right)_{n \in \mathbb{N}}$, let $\left(W^{(n)}\right)_{n \in \mathbb{N}}$ be a sequence of random variables with $W^{(n)} \sim \mathbf{W}_{n}=\vartheta_{n} \delta_{0}+\left(1-\vartheta_{n}\right) \boldsymbol{G}\left(\alpha_{n}, 1\right)$. Then the sequence of random variables $\left(B^{(n)}\right)_{n \in \mathbb{N}}$ with $B^{(n)}:=\left\|X^{(n)}\right\|_{p / 2}^{p / 2} /\left(\left\|X^{(n)}\right\|_{p / 2}^{p / 2}+W^{(n)}\right)$ satisfies a large deviation principle on $[0, \infty)$ with speed $n^{2}$ and good rate function

$$
\mathcal{I}_{\text {beta }}^{\mu l}(x)= \begin{cases}0 & : k(\vartheta)>2, x=1 \\
-\frac{\beta}{p} \log (x)-c_{(1-\vartheta)}^{\mu}(x) & : \begin{array}{l}
k(\vartheta)=2, \alpha=0 \\
x \in(0,1]
\end{array} \\
-\frac{\beta}{p} \log \left(\frac{x p}{\beta}\right)-\alpha \log \left(\frac{1-x}{\alpha}\right)-\left(\frac{\beta}{p}+\alpha\right) \log \left(\frac{\beta}{p}+\alpha\right) & : \begin{array}{l}
k(\vartheta)=2, \alpha>0 \\
-c_{(1-\vartheta)}^{\mu}(x) \\
+\infty
\end{array} \\
x \in(0,1)\end{cases}
$$

where

$$
c_{(1-\vartheta)}^{M}:= \begin{cases}\lim _{n \rightarrow \infty} n^{-2} \log \left(1-\vartheta_{n}\right) & : k(\vartheta)=2 \\ 0 & : k(\vartheta)>2\end{cases}
$$

This first lemma establishes an LDP for the beta distributed $\ell_{p / 2}^{n}$-norm of the random vector $X^{(n)} /\left(\left\|X^{(n)}\right\|_{p / 2}^{p / 2}+W^{(n)}\right)^{2 / p}$. This is proven in the same way as Lemma 3.4.5. In the non-self-adjoint case nothing changes in comparison to the self-adjoint case, besides the value for $p$ (which becomes $\frac{p}{2}$ ) and the density of the random vector $X^{(n)}$ underlying that representation. For the singular value distribution in non-self-adjoint matrix $p$ balls a different weight function $\nabla_{\beta}^{c}$ is needed with a different degree of homogeneity $m=\left(\frac{\beta}{2}\right) n^{2}-n$. This $m$ only plays a role in the first parameter of the beta distribution involved in the distribution of the $p$-radial component (see Remark 3.3.7). It affects the large deviation behaviour of the random variable $B^{(n)}$ only insofar as the limit of the first parameter changes from $\frac{\beta}{2 p}$ to $\lim _{n \rightarrow \infty} n^{-2}(n+m) /\left(\frac{p}{2}\right)=\frac{\beta}{p}$.
The second lemma is the analogue of Lemma 3.5.3 and gives a large deviation principle for the empirical spectral measure of a non-self-adjoint random matrix in $\mathbb{B}_{p, \beta}^{n, \mathscr{M}}$ with distribution $\mathbf{C}_{n, p, \beta}^{\mathscr{l}}$. This result can be found in [62, Theorem 1.5].

Lemma 3.5.7 For $n \in \mathbb{N}$ let $Z^{(n)}$ be a random matrix in $\mathbb{B}_{p, \beta}^{n, \mu}$ with distribution $\mathbf{C}_{n, p, \beta}^{\mu}$ and singular values $s_{i}\left(Z^{(n)}\right), i \in\{1, \ldots, n\}$. Then the sequence of random probability measures $\mu_{n}:=\frac{1}{n} \sum_{i=1}^{n} \delta_{n^{2 / p} s_{i}^{2}\left(Z^{(n)}\right)}$ satisfies a large deviation principle on $\mathcal{M}_{1}\left(\mathbb{R}_{+}\right)$with speed $n^{2}$ and good rate function
$\mathcal{I}_{\text {cone }}^{\prime \mu}(\mu)= \begin{cases}-\frac{\beta}{2} \int_{\mathbb{R}_{+}} \int_{\mathbb{R}_{+}} \log |x-y| \mu(\mathrm{d} x) \mu(\mathrm{d} y)+\frac{\beta}{p} \log \left(\frac{\sqrt{\pi} p \Gamma\left(\frac{p}{2}\right)}{2^{p} \sqrt{e} \Gamma\left(\frac{p+1}{2}\right)}\right) & : m_{p / 2}(\mu) \leq 1 \\ +\infty & : \text { otherwise } .\end{cases}$
From here on the proof will be completely analogous to that of Theorem 3.5.1, with the difference being that one uses the rate functions from Lemma 3.5.6 and Lemma 3.5.7 instead of those from Lemma 3.4.5 and Lemma 3.5.3, and the probabilistic representation from Theorem 3.3.5 instead of the one from Theorem 3.3.1. We thus again omit the details.

## Chapter 4

## Large deviations for random projections of $\ell_{p}^{n}$-balls

The objects of study in this chapter are projections of probability distributions on $\ell_{p}^{n}$-balls onto uniform random $k$-dimensional subspaces for $k \leq n$. The main goal is to show large deviation principles for these projected distributions on the space $\mathcal{M}_{1}\left(\mathbb{R}^{k}\right)$ of probability measures on $\mathbb{R}^{k}$. The distributions that are projected will be taken from the class of $p$-radial distributions $\mathbf{P}_{n, p, \mathbf{w}}$. The uniform random projection will be facilitated by a random variable $\mathbb{V}_{n, k}$ uniformly distributed on the so-called Stiefel manifold of orthonormal $k$-frames in $\mathbb{R}^{n}$.

The specifics of the set-up, which was already sketched in Section 1.2, shall be layed out in the following Section 4.1, followed by a formulation of the chapter's main results in Section 4.2 and their subsequent proofs in Section 4.3. The idea of both proofs can be formulated in three steps: First, one shows that the distance of any projected distribution (with respect to the Lévy-Prokhorov metric, see (4.4)) to some more simplified distribution tends to zero with increasing dimension $n \in \mathbb{N}$. For this simplified distribution a weak LDP already follows by results of Kabluchko and Prochno from [59], and hence we infer a weak LDP for said projected distribution as a second step. The third step then is to ameliorate this weak LDP to a full LDP by some compactness arguments.

### 4.1 Preliminaries

For $n, k \in \mathbb{N}, k \leq n$, a tuple of $k$ linearly independent vectors in $\mathbb{R}^{n}$ is called a $k$ frame. The set of all such $k$-frames whose constituent (row-)vectors are additionally orthonormal is referred to as the Stiefel manifold, denoted as

$$
\mathbb{V}_{n, k}:=\left\{V \in \mathbb{R}^{k \times n}: V V^{T}=I_{k}\right\},
$$

with $I_{k}$ denoting the $(k \times k)$ identity matrix and $V$ being a $(k \times n)$ matrix consisting row-wise of the $k$ orthonormal vectors from $\mathbb{R}^{n}$. As outlined in the introduction, we equip $\mathbb{V}_{n, k}$ with the uniform distribution (i.e., the invariant Haar probability measure, cf. [82, Chapter 3]) $\mathbf{U}_{n, k, \mathrm{~V}}$, writing $V_{n, k}$ for the corresponding random variable, and recall that $V_{n, k}$ is characterized by the following invariance property: for any orthogonal matrices $O \in \mathbb{R}^{k \times k}$ and $O^{\prime} \in \mathbb{R}^{n \times n}, O V_{n, k} O^{\prime}$ has the same distribution as $V_{n, k}$. Also, the multiplication of a vector $X^{(n)}$ in $\mathbb{R}^{n}$ with an element $V \in \mathbb{V}_{n, k}$ from the Stiefel manifold can be interpreted geometrically as a projection of $X^{(n)}$ onto a $k$-dimensional subspace. Hence, for a random variable $V_{n, k}$ with distribution $\mathbf{U}_{n, k, \mathbb{V}}$ the multiplication of a vector $X^{(n)} \in \mathbb{R}^{n}$ with $V_{n, k}$ corresponds to a projection of $X^{(n)}$ onto a uniform random subspace of dimension $k$. For a random vector $X^{(n)}$ on $\mathbb{B}_{p}^{n}$ with distribution $\mathbf{P}_{n, p, \mathbf{W}}$ for some Borel probability measure $\mathbf{W}$ on $[0, \infty)$ as in (2.13) the distribution of $V_{n, k} X^{(n)}$ on $\mathbb{R}^{k}$, given by

$$
\begin{equation*}
\mu_{V_{n, k} X^{(n)}}(A):=\mathbb{P}\left(V_{n, k} X^{(n)} \in A\right), \quad A \in \mathcal{B}\left(\mathbb{R}^{d}\right) \tag{4.1}
\end{equation*}
$$

can be interpreted as the uniform random $k$-dimensional projection of $\mathbf{P}_{n, p, \mathbf{W}}$. This distribution is the object of study in this chapter. Viewed as a random variable on the space $\mathcal{M}_{1}\left(\mathbb{R}^{k}\right)$ of probability measures on $\mathbb{R}^{k}$, we want to analyze its large deviation behaviour. This will be done by transporting the following large deviation results onto the target sequence of random measures, which was originally given in [59, Theorem D]. It provides an LDP for random projections of product measures, which we will use in conjunction with the representation from Proposition 2.4.4 to prove this chapter's central theorems. In what follows we shall write

$$
\mathcal{R}_{2}^{k \times \infty}:=\left\{A=\left(A_{i j}\right)_{i, j=1}^{k, \infty}:\left(A_{i j}\right)_{j \in \mathbb{N}} \in \ell_{2}, i=1, \ldots, k\right\}
$$

for the set of all matrices $A \in \mathbb{R}^{k \times \infty}$ with square-summable rows. For $A \in \mathbb{R}^{k \times \infty}$ we denote by $\left\|A A^{T}\right\|_{\text {op }}$ the operator norm of the matrix $A A^{T} \in \mathbb{R}^{k \times k}$ (that is, the spectral norm given by the square root of the biggest eigenvalue of $A A^{T}$, see [88, Section 5.2]), where the condition $A \in \mathcal{R}_{2}^{k \times \infty}$ guarantees that $\left\|A A^{T}\right\|_{\text {op }}$ is well-defined.

## CHAPTER 4. LARGE DEVIATIONS FOR PROJECTIONS OF $\ell_{p}^{n}$-BALLS

Remark 4.1.1 Let us briefly address how to sample a uniform random $k$-frame from $\mathbb{V}_{n, k}$. As every $k$-frame in $\mathbb{V}_{n, k}$ is orthonormal, its $k$ row vectors are orthogonal and of length one, i.e., spherical. Hence, such a $k$-frame can be seen as an element of $\left(\mathbb{S}_{2}^{n-1}\right)^{k}$ with orthogonal coordinates. Thus, to uniformly sample a $k$-tuple of orthogonal spherical vectors, we begin by sampling a uniform vector $x_{1}$ from $\mathbb{S}_{2}^{n-1}$ by using Proposition 2.4.2, that is, sampling a standard Gaussian vector in $\mathbb{R}^{n}$ and normalizing. As for $p=2$ the cone measure $\mathbf{C}_{n, p}$ and the surface measure $\sigma_{p}^{n}$ coincide (see Remark 2.4.1), this yields a uniform random spherical vector. Second, we sample another uniform random spherical vector $x_{2}$ from $\mathbb{S}_{2}^{n-1} \cap x_{1}^{\perp}$ in the same fashion, with $x_{1}^{\perp}$ denoting the orthogonal complement of $x_{1}$. We repeat this procedure successively until we have $k$ orthogonal vectors on $\mathbb{S}_{2}^{n-1}$, which, by construction, row-wise make up a uniform random $k$-frame.

We shall now present the results from [59, Theorem D].

Proposition 4.1.2 Fix $k \in \mathbb{N}$. For each $n \in \mathbb{N}$ let $Z^{(n)}=\left(Z_{1}, \ldots, Z_{n}\right)$ be a random vector, where the $Z_{i}$ are i.i.d. non-Gaussian random variables with symmetric distribution, finite moments of all orders, and variance $\sigma^{2}>0$. Then the sequence of random probability measures $\left(\mu_{V_{n, k} Z^{(n)}}\right)_{n \in \mathbb{N}}, n \geq k$, as in (4.1) satisfies an LDP on $\mathcal{M}_{1}\left(\mathbb{R}^{k}\right)$ with speed $n$ and good rate function $\mathcal{I}_{\text {proj }}: \mathcal{M}_{1}\left(\mathbb{R}^{k}\right) \rightarrow[0, \infty]$ given by

$$
\mathcal{I}_{\mathrm{proj}}(\nu)=-\frac{1}{2} \log \operatorname{det}\left(I_{k}-A A^{T}\right),
$$

if $\nu$ admits a representation of the form

$$
\nu=\mathcal{D}\left(\sum_{j=1}^{\infty} A_{\bullet, j} Z_{j}+\sigma\left(I_{k}-A A^{T}\right)^{1 / 2} N_{k}\right)
$$

for some matrix $A \in \mathcal{R}_{2}^{k \times \infty}$ with columns $\left(A_{\bullet j}\right)_{j \in \mathbb{N}}$ such that $\left\|A A^{T}\right\|_{\mathrm{op}}<1$, where $N_{k}$ is a $k$-dimensional standard Gaussian random vector independent of all $Z_{i}$. If $\nu$ does not admit a representation of this form, we set $\mathcal{I}_{\text {proj }}(\nu)=\infty$.

Note that the specific distribution of the $Z_{i}$ has a rather subtle influence on the rate function of the LDP via the matrix $A$ used in the representation of a given measure $\nu \in \mathcal{M}_{1}\left(\mathbb{R}^{k}\right)$. As a side remark, note that in [59, Theorem D], the case of $\sigma^{2}=0$ actually has to be excluded. The result was amended accordingly.

### 4.2 LDPs for random projections of $p$-radial distributions on $\ell_{p}^{n}$-balls

We are now in the position to present the first of this chapter's main results for random projections of $p$-radial distributions $\mathbf{P}_{n, p, \mathbf{W}_{n}}$ on $\ell_{p}^{n}$-balls.

Theorem 4.2.1 Fix $p \in[1, \infty)$, $p \neq 2$, and $k \in \mathbb{N}$. Moreover, let $\left(\mathbf{W}_{n}\right)_{n \in \mathbb{N}}$ be a sequence of Borel probability measures on $[0, \infty)$ and $\left(W_{n}\right)_{n \in \mathbb{N}}$ a sequence of random variables with $W_{n} \sim \mathbf{W}_{n}$, such that $W_{n} / n \rightarrow \alpha \in[0, \infty)$ in probability. Finally, let $X^{(n)}, Y^{(n)}$ be random vectors in $\mathbb{B}_{p}^{n}$ with $Y^{(n)} \sim \mathbf{P}_{n, p, \mathbf{W}_{n}}$ and $X^{(n)} \stackrel{\mathcal{D}}{=} n^{1 / p} Y^{(n)}$. Then the sequence of random probability measures $\left(\mu_{V_{n, k} X^{(n)}}\right)_{n \in \mathbb{N}}, n \geq k$, as in (4.1) satisfies an LDP on $\mathcal{M}_{1}\left(\mathbb{R}^{k}\right)$ with speed $n$ and good rate function $\mathcal{I}_{\text {proj }}: \mathcal{M}_{1}\left(\mathbb{R}^{k}\right) \rightarrow[0, \infty]$ given by

$$
\mathcal{I}_{\mathrm{proj}}(\nu)=-\frac{1}{2} \log \operatorname{det}\left(I_{k}-A A^{T}\right),
$$

if $\nu$ admits a representation of the form

$$
\nu=\mathcal{D}\left(\left(\frac{1}{1+\alpha}\right)^{1 / p} \sum_{j=1}^{\infty} A_{\bullet, j} Z_{j}+\sigma_{p, \alpha}\left(I_{k}-A A^{T}\right)^{1 / 2} N_{k}\right)
$$

for some matrix $A \in \mathcal{R}_{2}^{k \times \infty}$ with columns $\left(A_{\bullet j}\right)_{j \in \mathbb{N}}$ such that $\left\|A A^{T}\right\|_{\mathrm{op}}<1$, where $Z_{j} \sim \mathbf{N}_{p}$ i.i.d.,

$$
\sigma_{p, \alpha}^{2}:=\left(\frac{p}{1+\alpha}\right)^{2 / p} \frac{\Gamma\left(\frac{3}{p}\right)}{\Gamma\left(\frac{1}{p}\right)},
$$

and $N_{k}$ is an independent $k$-dimensional standard Gaussian random vector. If $\nu$ does not admit a representation of this form, we set $\mathcal{I}_{\text {proj }}(\nu)=\infty$.

As discussed in Remark 2.4.3, choosing $\mathbf{W}_{n} \equiv \delta_{0}$ gives $\mathbf{P}_{n, p, \mathbf{W}_{n}}=\mathbf{C}_{n, p}$ and $\mathbf{W}_{n} \equiv \mathbf{E}(1)$ yields $\mathbf{P}_{n, p, \mathbf{W}_{n}}=\mathbf{U}_{n, p}$. In both cases it holds for $W_{n} \sim \mathbf{W}_{n}$ that $W_{n} / n \rightarrow \alpha=0$ in probability and Theorem 4.2.1 reduces to the results from [59, Theorem C]. Hence, we can see that in this setting both $\mathbf{C}_{n, p}$ and $\mathbf{U}_{n, p}$ share the same large deviation behaviour in high dimensions, which is in line with similar observations made for other functionals (see, e.g., $[4,62,72]$ ). Moreover, the result even implies a certain universality of the rate function, since despite the expected sensitivity of LDPs to the underlying distributions, the rate function is the same for all sequences $\left(\mathbf{W}_{n}\right)_{n \in \mathbb{N}}$ that share the same limiting behaviour on a scale of order $n$.
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Given the setting of Theorem 4.2.1, if we consider the case $W_{n} / n \rightarrow \infty$ in probability (formally corresponding to the choice $\alpha=\infty$ ), by the representation result in Proposition 2.4.4 one can see that this corresponds to each component of $X^{(n)}$ converging to zero in probability, that is, we arrive at a trivial limit. To avoid this, we may choose a different scaling, as carried out in the following theorem.

Theorem 4.2.2 Fix $p \in[1, \infty)$, $p \neq 2$, and $k \in \mathbb{N}$. Moreover, let $\left(\mathbf{W}_{n}\right)_{n \in \mathbb{N}}$ be a sequence of Borel probability measures on $[0, \infty)$ and $\left(W_{n}\right)_{n \in \mathbb{N}}$ a sequence of random variables with $W_{n} \sim \mathbf{W}_{n}$ and $W_{n} / n^{\kappa} \rightarrow \beta \in(0, \infty)$ in probability for some $\kappa>1$, and assume that the sequence of random variables $\left(W_{n} / n^{\kappa}\right)^{-2 / p}$ is uniformly integrable. Finally, let $X^{(n)}$ and $Y^{(n)}$ be random vectors in $\mathbb{B}_{p}^{n}$ such that $Y^{(n)} \sim \mathbf{P}_{n, p, \mathbf{W}_{n}}$ and $X^{(n)} \stackrel{\mathcal{D}}{=} n^{\kappa / p} Y^{(n)}$. Then the sequence of random probability measures $\left(\mu_{V_{n, k} X^{(n)}}\right)_{n \in \mathbb{N}}$, $n \geq k$, as in (4.1) satisfies an LDP on $\mathcal{M}_{1}\left(\mathbb{R}^{k}\right)$ with speed $n$ and good rate function $\mathcal{I}_{\text {proj }}: \mathcal{M}_{1}\left(\mathbb{R}^{k}\right) \rightarrow[0, \infty]$ given by

$$
\mathcal{I}_{\mathrm{proj}}(\nu)=-\frac{1}{2} \log \operatorname{det}\left(I_{k}-A A^{T}\right)
$$

if $\nu$ admits a representation of the form

$$
\nu=\mathcal{D}\left(\left(\frac{1}{\beta}\right)^{1 / p} \sum_{j=1}^{\infty} A_{\bullet, j} Z_{j}+\sigma_{p, \beta}\left(I_{k}-A A^{T}\right)^{1 / 2} N_{k}\right)
$$

for some matrix $A \in \mathcal{R}_{2}^{k \times \infty}$ with columns $\left(A_{\bullet j}\right)_{j \in \mathbb{N}}$ such that $\left\|A A^{T}\right\|_{\mathrm{op}}<1$, where $Z_{j} \sim \mathbf{N}_{p}$,

$$
\sigma_{p, \beta}^{2}:=\left(\frac{p}{\beta}\right)^{2 / p} \frac{\Gamma\left(\frac{3}{p}\right)}{\Gamma\left(\frac{1}{p}\right)},
$$

and $N_{k}$ is an independent $k$-dimensional standard Gaussian random vector. If $\nu$ does not admit a representation of this form, we set $\mathcal{I}_{\text {proj }}(\nu)=\infty$.

Theorem 4.2.2 includes an additional integrability condition for $W_{n}$, due to the fact that $W_{n}$ is no longer of the same order as the $\ell_{p}^{n}$-norm of $Z^{(n)}$. Why this is needed specifically can be seen in its proof. Note that a helpful sufficient condition for the uniform integrability of $\left(W_{n} / n^{\kappa}\right)^{-2 / p}$ is given by

$$
\sup _{n \in \mathbb{N}} \mathbb{E}\left[\left(\frac{n^{\kappa}}{W_{n}}\right)^{4 / p}\right] \leq C
$$

for some absolute constant $C>0$ (since a sequence of random variables being bounded in $L_{p}$ for some $p>1-$ with $p=2$ in this case -implies its uniform integrability).

In particular, it can be applied to verify the uniform integrability for certain gamma distributions. In such settings the following lemma will also be useful.

Lemma 4.2.3 For each $n \in \mathbb{N}$ consider a random variable $W_{n} \sim \mathbf{G}\left(a_{n}, b\right)$, where $\left(a_{n}\right)_{n \in \mathbb{N}}$ is a positive increasing sequence and $b>0$. Assume further that $a_{n}$ satisfies $\inf _{n \in \mathbb{N}} a_{n}=: m>\frac{4}{p}$ and $\lim _{n \rightarrow \infty} \frac{a_{n}}{n^{\kappa}}=\lambda \in(0, \infty)$ for some $\kappa \in(0, \infty)$. Then

$$
\sup _{n \in \mathbb{N}} \mathbb{E}\left[\left(\frac{n^{\kappa}}{W_{n}}\right)^{4 / p}\right] \leq b^{4 / p} M_{p}(\lambda m)^{-4 / p}<\infty
$$

where $M_{p}^{-1}:=\prod_{i=0}^{4}\left(1-\frac{4}{p(m+i)}\right)$.
Proof. We start by observing that

$$
\mathbb{E}\left[\left(\frac{n^{\kappa}}{W_{n}}\right)^{4 / p}\right]=n^{4 \kappa / p} \frac{b^{a_{n}}}{\Gamma\left(a_{n}\right)} \int_{0}^{\infty} x^{a_{n}-1-4 / p} e^{-b x} \mathrm{~d} x=n^{4 \kappa / p} \frac{b^{4 / p}}{\Gamma\left(a_{n}\right)} \Gamma\left(a_{n}-\frac{4}{p}\right) .
$$

According to the inequality [55, Equation (12)] for quotients of gamma functions (applied with $x=a_{n}+5-\frac{4}{p}$ and $y=\frac{4}{p}$ ) one has that

$$
\begin{aligned}
\frac{\Gamma\left(a_{n}-\frac{4}{p}\right)}{\Gamma\left(a_{n}\right)} & =\left(\prod_{i=0}^{4} \frac{\left(a_{n}+i\right)}{\left(a_{n}-\frac{4}{p}+i\right)}\right) \frac{\Gamma\left(a_{n}-\frac{4}{p}+5\right)}{\Gamma\left(a_{n}+5\right)} \\
& =\left(\prod_{i=0}^{4}\left(1-\frac{4}{p\left(a_{n}+i\right)}\right)\right)^{-1} \frac{1}{\left(\frac{\Gamma\left(a_{n}-\frac{4}{p}+5\right)}{\Gamma\left(a_{n}+5\right)}\right)} \\
& \leq\left(\prod_{i=0}^{4}\left(1-\frac{4}{p(m+i)}\right)\right)^{-1} \frac{1}{\left(a_{n}+4-\frac{4}{p}\right)^{4 / p}} \\
& \leq\left(\prod_{i=0}^{4}\left(1-\frac{4}{p(m+i)}\right)\right)^{-1} \frac{1}{a_{n}^{4 / p}} \\
& =M_{p} a_{n}^{-4 / p},
\end{aligned}
$$

where we also used that $p \geq 1$. By our assumption on the growth of $a_{n}$ and since $a_{n}$ is increasing it follows that

$$
\mathbb{E}\left[\left(\frac{n^{\kappa}}{W_{n}}\right)^{4 / p}\right] \leq n^{4 \kappa / p} b^{4 / p} M_{p} a_{n}^{-4 / p} \leq n^{4 \kappa / p} b^{4 / p} M_{p}\left(\lambda m n^{\kappa}\right)^{-4 / p}=b^{4 / p} M_{p}(\lambda m)^{-4 / p}
$$

for all $n \in \mathbb{N}$. This completes the proof.
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Remark 4.2.4 A concrete and geometrically motivated example where Theorem 4.2.1 and Theorem 4.2.2 can be applied is given by the distribution on $\mathbb{B}_{p}^{n}$ arising as the projection to the first $n$ coordinates of the cone probability measure $\mathbf{C}_{n+m_{n}, p}$ on $\mathbb{B}_{p}^{n+m_{n}}$, where $m_{n}$ is an element of an increasing sequence $\left(m_{n}\right)_{n \in \mathbb{N}}$ satisfying $\inf _{n \in \mathbb{N}} m_{n}=m>4$ and $\lim _{n \rightarrow \infty} \frac{m_{n}}{n^{\kappa}}=\lambda$ for some $\kappa \geq 1$ and $\lambda \in(0, \infty)$. As discussed in Remark 2.4.3, this case corresponds to $\mathbf{P}_{n, p, \mathbf{W}_{n}}$ with $\mathbf{W}_{n}=\mathbf{G}\left(\frac{m_{n}}{p}, \frac{1}{p}\right)$ and fits the assumptions of Lemma 4.2.3, and thereby of Theorem 4.2.1 or Theorem 4.2.2, depending on the value of $\kappa \geq 1$. The same holds for the projection of the uniform distribution $\mathbf{U}_{n+m_{n}, p}$ corresponding to $\mathbf{P}_{n, p, \mathbf{W}_{n}}$ with $\mathbf{W}_{n}=\mathbf{G}\left(1+\frac{m_{n}}{p}, \frac{1}{p}\right)$. Thus, the LDPs from the main results of this section do hold for distributions of particular geometric interest.

### 4.3 Proof of the LDPs for projections of $p$-radial distributions on $\ell_{p}^{n}$-balls

This section shall prove Theorem 4.2.1 and Theorem 4.2.2. The proofs will follow in the footsteps of the proof of [59, Theorem C], adapting and generalizing the arguments therein where necessary. We start off by formulating some probabilistic representations of the target quantities and show some auxiliary results for the proofs.

Assume the set-up of Theorem 4.2.1 and for a fixed Stiefel matrix $V \in \mathbb{V}_{n, k}$ denote by $V_{\bullet}, j, j=1, \ldots, n$ its columns. Then, by (4.1) and the representation results from Proposition 2.4.4, it follows that for any Borel set $A \in \mathcal{B}\left(\mathbb{R}^{k}\right)$,

$$
\begin{equation*}
\mu_{V X^{(n)}}(A)=\mathbb{P}\left(V X^{(n)} \in A\right)=\mathbb{P}\left(\sum_{j=1}^{n} n^{1 / p} \frac{Z_{j}}{\left(\left\|Z^{(n)}\right\|_{p}^{p}+W_{n}\right)^{1 / p}} V_{\bullet}, j \in A\right) \tag{4.2}
\end{equation*}
$$

where $Z^{(n)}=\left(Z_{1}, \ldots, Z_{n}\right)$ with $Z_{j} \sim \mathbf{N}_{p}$ i.i.d. and $W_{n} \sim \mathbf{W}_{n}$ independent of $Z^{(n)}$. Moreover, let

$$
\begin{equation*}
\tilde{\mu}_{V X^{(n)}}(A):=\mathbb{P}\left(\left(\frac{1}{1+\alpha}\right)^{1 / p} \sum_{j=1}^{n} Z_{j} V_{\bullet, j} \in A\right) \tag{4.3}
\end{equation*}
$$

again with i.i.d. $Z_{j} \sim \mathbf{N}_{p}$. We shall see that we can confine our analysis to $\tilde{\mu}_{V X^{(n)}}$ instead of $\mu_{V X^{(n)}}$, since they are arbitrarily close to each other in $n \in \mathbb{N}$ with respect to the Lévy-Prokhorov metric. On the space $\mathcal{M}_{1}\left(\mathbb{R}^{k}\right)$ of probability measures on $\mathbb{R}^{k}$, the Lévy-Prokhorov metric $\rho_{\mathrm{LP}}$ is defined by

$$
\begin{equation*}
\rho_{\mathrm{LP}}(\mu, \nu):=\inf \left\{\varepsilon>0: \mu(A) \leq \nu\left(A_{\varepsilon}\right)+\varepsilon, \nu(A) \leq \mu\left(A_{\varepsilon}\right)+\varepsilon \forall A \in \mathcal{B}\left(\mathbb{R}^{k}\right)\right\} \tag{4.4}
\end{equation*}
$$

where $A_{\varepsilon}$ denotes the $\varepsilon$-neighborhood of $A \in \mathcal{B}\left(\mathbb{R}^{k}\right)$, defined as

$$
A_{\varepsilon}:=\left\{x \in \mathbb{R}^{k}:\|a-x\|_{2}<\varepsilon \text { for some } a \in A\right\}, \quad \varepsilon>0
$$

We shall now prove that the distance of $\mu_{V X^{(n)}}$ and $\tilde{\mu}_{V X^{(n)}}$ in $\mathcal{M}_{1}\left(\mathbb{R}^{k}\right)$ with respect to the Lévy-Prokhorov metric, i.e., $\rho_{\mathrm{LP}}\left(\mu_{V}, \tilde{\mu}_{V}\right)$, converges to 0 uniformly over all $V \in \mathbb{V}_{n, k}$ as $n$ tends to infinity.

Lemma 4.3.1 For $p \in[1, \infty)$ and $n \in \mathbb{N}, n>4$, set $X^{(n)}$ as in Theorem 4.2.1. Then, for $k \leq n$, we have

$$
\lim _{n \rightarrow \infty} \sup _{V \in \mathbb{V}_{n, k}} \rho_{\mathrm{LP}}\left(\mu_{V X^{(n)}}, \tilde{\mu}_{V X^{(n)}}\right)=0
$$

Proof. Let $A \in \mathcal{B}\left(\mathbb{R}^{k}\right), V \in \mathbb{V}_{n, k}$ fixed, and $\varepsilon>0$. Then,

$$
\begin{align*}
& \tilde{\mu}_{V X^{(n)}}(A) \\
&= \mathbb{P}\left(\left(\frac{1}{1+\alpha}\right)^{1 / p} \sum_{j=1}^{n} Z_{j} V_{\bullet, j} \in A\right) \\
& \leq \mathbb{P}\left(\sum_{j=1}^{n} n^{1 / p} \frac{Z_{j}}{\left(\left\|Z^{(n)}\right\|_{p}^{p}+W_{n}\right)^{1 / p}} V_{\bullet, j} \in A_{\varepsilon}\right) \\
& \quad+\mathbb{P}\left(\left\|\left(\frac{1}{1+\alpha}\right)^{1 / p} \sum_{j=1}^{n} Z_{j} V_{\bullet, j}-\sum_{j=1}^{n} n^{1 / p} \frac{Z_{j}}{\left(\left\|Z^{(n)}\right\|_{p}^{p}+W_{n}\right)^{1 / p}} V_{\bullet, j}\right\|_{2} \geq \varepsilon\right) \\
&= \mu_{V X^{(n)}}\left(A_{\varepsilon}\right) \\
& \quad+\mathbb{P}\left(\left\|\left(\frac{1}{1+\alpha}\right)^{1 / p} \sum_{j=1}^{n} Z_{j} V_{\bullet, j}-\sum_{j=1}^{n} n^{1 / p} \frac{Z_{j}}{\left(\left\|Z^{(n)}\right\|_{p}^{p}+W_{n}\right)^{1 / p}} V_{\bullet, j}\right\|_{2} \geq \varepsilon\right) . \tag{4.5}
\end{align*}
$$

Let us prove that the second summand on the right-hand side converges to 0 as $n \rightarrow \infty$. By Markov's inequality,

$$
\begin{array}{r}
\mathbb{P}\left(\left\|\left(\frac{1}{1+\alpha}\right)^{1 / p} \sum_{j=1}^{n} Z_{j} V_{\bullet, j}-\sum_{j=1}^{n} n^{1 / p} \frac{Z_{j}}{\left(\left\|Z^{(n)}\right\|_{p}^{p}+W_{n}\right)^{1 / p}} V_{\bullet, j}\right\|_{2} \geq \varepsilon\right) \\
\leq \varepsilon^{-1} \mathbb{E}\left\|\left(\frac{1}{1+\alpha}\right)^{1 / p} \sum_{j=1}^{n} Z_{j} V_{\bullet, j}-\sum_{j=1}^{n} n^{1 / p} \frac{Z_{j}}{\left(\left\|Z^{(n)}\right\|_{p}^{p}+W_{n}\right)^{1 / p}} V_{\bullet, j}\right\|_{2}
\end{array}
$$

and by the Cauchy-Schwarz inequality,

$$
\begin{align*}
\mathbb{E} \| & \left(\frac{1}{1+\alpha}\right)^{1 / p} \sum_{j=1}^{n} Z_{j} V_{\bullet, j}-\sum_{j=1}^{n} n^{1 / p} \frac{Z_{j}}{\left(\left\|Z^{(n)}\right\|_{p}^{p}+W_{n}\right)^{1 / p}} V_{\bullet, j} \|_{2} \\
& =\mathbb{E}\left(\left\|\sum_{j=1}^{n} Z_{j} V_{\bullet, j}\right\|_{2}\left|\left(\frac{1}{1+\alpha}\right)^{1 / p}-\frac{n^{1 / p}}{\left(\left\|Z^{(n)}\right\|_{p}^{p}+W_{n}\right)^{1 / p}}\right|\right) \\
& \leq \sqrt{\mathbb{E}\left[\left\|\sum_{j=1}^{n} Z_{j} V_{\bullet}, j\right\|_{2}^{2}\right] \sqrt{\mathbb{E}}\left[\left|\left(\frac{1}{1+\alpha}\right)^{1 / p}-\frac{n^{1 / p}}{\left(\left\|Z^{(n)}\right\|_{p}^{p}+W_{n}\right)^{1 / p}}\right|^{2}\right] .} \tag{4.6}
\end{align*}
$$

As $Z_{1}, \ldots, Z_{n}$ are i.i.d. with mean zero and $V_{\bullet}, 1, \ldots, V_{\bullet, n}$ are orthonormal vectors, the first factor in (4.6) reads

$$
\begin{equation*}
\mathbb{E}\left[\left\|\sum_{j=1}^{n} Z_{j} V_{\bullet}, j\right\|_{2}^{2}\right]=\mathbb{E}\left[\sum_{i, j=1}^{n} Z_{i} Z_{j}\left\langle V_{\bullet, i}, V_{\bullet, j}\right\rangle_{2}\right]=\mathbb{E}\left[Z_{1}^{2}\right] \sum_{j=1}^{n}\left\langle V_{\bullet}, i, V_{\bullet}, j\right\rangle_{2}=k \mathbb{E}\left[Z_{1}^{2}\right] . \tag{4.7}
\end{equation*}
$$

To address the second factor in (4.6), let us first argue that

$$
\begin{equation*}
\xi_{n}:=\left(\left(\frac{1}{1+\alpha}\right)^{1 / p}-\frac{n^{1 / p}}{\left(\left\|Z^{(n)}\right\|_{p}^{p}+W_{n}\right)^{1 / p}}\right)^{2} \longrightarrow 0 \tag{4.8}
\end{equation*}
$$

in probability as $n \rightarrow \infty$. Indeed, by the continuous mapping theorem, it suffices to show that

$$
\frac{\left\|Z^{(n)}\right\|_{p}^{p}}{n}+\frac{W_{n}}{n} \longrightarrow 1+\alpha
$$

in probability. This follows from the fact that $Z_{1}, \ldots, Z_{n}$ are i.i.d. $p$-generalized Gaussian random variables, which means that $\mathbb{E}\left[\left|Z_{i}\right|^{p}\right]=1$ (see (2.7)), and moreover that by assumption, $W_{n} n^{-1} \rightarrow \alpha$ in probability. In fact, we even have $\xi_{n} \rightarrow 0$ in $L_{1}$. To see this, by the Vitali convergence theorem (see [16, Theorem 4.5.4]), it is sufficient to show that $\left(\xi_{n}\right)_{n \in \mathbb{N}}$ is uniformly integrable, which in combination with (4.8) yields convergence in $L_{1}$. Clearly, $\left(\xi_{n}\right)_{n \in \mathbb{N}}$ is uniformly integrable if the sequence

$$
\left(\frac{n}{\left\|Z^{(n)}\right\|_{p}^{p}+W_{n}}\right)^{2 / p} \leq\left(\frac{n}{\|Z\|_{p}^{p}}\right)^{2 / p}
$$

is uniformly integrable, where we have used that $W_{n} \geq 0$. This, in turn, follows from the fact that $\left\|Z^{(n)}\right\|_{p}^{p} \sim \mathbf{G}\left(\frac{n}{p}, \frac{1}{p}\right)$ together with Lemma 4.2 .3 for rate $a_{n}=\frac{n}{p}>\frac{1}{p}$, shape $b=\frac{1}{p}, \kappa=1$, and $\lambda=\frac{1}{p}$, which yields

$$
\mathbb{E}\left(\frac{n}{\left\|Z^{(n)}\right\|_{p}^{p}}\right)^{4 / p} \leq p^{4 / p} M_{p} m^{-4 / p} \in(0, \infty)
$$

for all $n>4$. Hence, $\xi_{n} \longrightarrow 0$ in $L_{1}$, and as a consequence, the second factor in (4.6) converges to zero. This implies that the second summand in (4.5) converges to zero uniformly in $n \in \mathbb{N}$. Altogether, we have proven that for any $\varepsilon>0$,

$$
\tilde{\mu}_{V X^{(n)}}(A) \leq \mu_{V X^{(n)}}\left(A_{\varepsilon}\right)+\varepsilon
$$

for $n$ sufficiently large. In the same way, we may also prove that

$$
\mu_{V X^{(n)}}(A) \leq \tilde{\mu}_{V X^{(n)}}\left(A_{\varepsilon}\right)+\varepsilon
$$

for $n$ sufficiently large, which finishes the proof.

Next, we replace the fixed element $V \in \mathbb{V}_{n, k}$ by a random variable $V_{n, k} \sim \mathbf{U}_{n, k, \mathbb{V}}$ on the Stiefel manifold. Based on Lemma 4.3.1, we may prove that a weak LDP for the modified sequence $\tilde{\mu}_{V_{n, k} X^{(n)}}$ implies a weak LDP for $\mu_{V_{n, k} X^{(n)}}$, both respectively defined as in (4.2) and (4.3) with respect to $V_{n, k}$.

Lemma 4.3.2 Assume the set-up of Theorem 4.2.1 and recall the notation (4.2) and (4.3). If the sequence $\tilde{\mu}_{V_{n, k} X^{(n)}}$ satisfies a weak LDP on $\mathcal{M}_{1}\left(\mathbb{R}^{k}\right)$ at speed $n$ and rate function $\mathcal{I}_{\text {proj }}$, then the sequence $\mu_{V_{n, k} X^{(n)}}$ satisfies the same weak LDP.

Proof. It suffices to check the weak LDP on a basis of the topology of $\mathcal{M}_{1}\left(\mathbb{R}^{k}\right)$, e. g., the balls

$$
B_{r}(\nu):=\left\{\mu \in \mathcal{M}_{1}\left(\mathbb{R}^{k}\right): \rho_{\mathrm{LP}}(\mu, \nu)<r\right\}
$$

for any radius $r \in(0, \infty)$. By Lemma 4.3.1, for $n$ sufficiently large we have

$$
\rho_{\mathrm{LP}}\left(\tilde{\mu}_{V_{n, k} X^{(n)}}, \mu_{V_{n, k} X^{(n)}}\right)<r / 2
$$

uniformly over all realizations of $V_{n, k} \in \mathbb{V}_{n, k}$. Therefore, by the triangle inequality for the Lévy-Prokhorov metric $\rho_{\mathrm{LP}}$, it follows that

$$
\begin{aligned}
\frac{1}{n} \log \mathbb{P}\left(\tilde{\mu}_{V_{n, k} X^{(n)}} \in B_{r / 2}(\nu)\right) & \leq \frac{1}{n} \log \mathbb{P}\left(\mu_{V_{n, k} X^{(n)}} \in B_{r}(\nu)\right) \\
& \leq \frac{1}{n} \log \mathbb{P}\left(\tilde{\mu}_{V_{n, k} X^{(n)}} \in B_{3 r / 2}(\nu)\right)
\end{aligned}
$$

and hence,

$$
\begin{aligned}
\limsup _{n \rightarrow \infty} \frac{1}{n} \log \mathbb{P}\left(\tilde{\mu}_{V_{n, k} X^{(n)}} \in B_{r / 2}(\nu)\right) & \leq \liminf _{n \rightarrow \infty} \frac{1}{n} \log \mathbb{P}\left(\mu_{V_{n, k} X^{(n)}} \in B_{r}(\nu)\right) \\
& \leq \limsup _{n \rightarrow \infty} \frac{1}{n} \log \mathbb{P}\left(\mu_{V_{n, k} X^{(n)}} \in B_{r}(\nu)\right) \\
& \leq \liminf _{n \rightarrow \infty} \frac{1}{n} \log \mathbb{P}\left(\tilde{\mu}_{V_{n, k} X^{(n)}} \in B_{3 r / 2}(\nu)\right) .
\end{aligned}
$$

Thus, by monotonicity in $r$, taking the infimum over $r \in(0, \infty)$, the LDP for $\tilde{\mu}_{V_{n, k} X^{(n)}}$ yields

$$
\begin{aligned}
-\mathcal{I}_{\mathrm{proj}}(\nu) & \leq \inf _{r \in(0, \infty)} \liminf _{n \rightarrow \infty} \frac{1}{n} \log \mathbb{P}\left(\mu_{V_{n, k} X^{(n)}} \in B_{r}(\nu)\right) \\
& \leq \inf _{r \in(0, \infty)} \limsup _{n \rightarrow \infty} \frac{1}{n} \log \mathbb{P}\left(\mu_{V_{n, k} X^{(n)}} \in B_{r}(\nu)\right) \\
& \leq-\mathcal{I}_{\text {proj }}(\nu) .
\end{aligned}
$$

From here the claim follows directly from Proposition 2.3.8.
On a compact space, weak and full LDPs coincide. Thus, to "lift" a weak LDP to a full LDP in our setting, we provide compactness by the following lemma.

Lemma 4.3.3 There is a constant $C \in(0, \infty)$ such that for all $n \geq k$ and all $V \in \mathbb{V}_{n, k}$,

$$
\mu_{V X^{(n)}} \in M_{C}:=\left\{\mu \in \mathcal{M}_{1}\left(\mathbb{R}^{k}\right): \int_{\mathbb{R}^{k}}\|x\|_{2} \mu(\mathrm{~d} x) \leq C\right\}
$$

where the set $M_{C}$ is compact for any choice of $C \in(0, \infty)$.
Proof. The compactness of the set $M_{C}$ in the topology of weak convergence on $\mathcal{M}_{1}\left(\mathbb{R}^{k}\right)$ has been shown in [59, Proof of Lemma 5.3], so it remains to prove the first assertion. To this end, recalling the representation of the distribution $\mu_{V X^{(n)}}$ given in (4.2), it suffices to prove that

$$
\limsup _{n \rightarrow \infty} \sup _{V \in \mathbb{V}_{n, k}} \mathbb{E}\left\|\sum_{j=1}^{n} n^{1 / p} \frac{Z_{j}}{\left(\left\|Z^{(n)}\right\|_{p}^{p}+W_{n}\right)^{1 / p}} V_{\bullet, j}\right\|_{2}<\infty
$$

for i.i.d. $Z_{j} \sim \mathbf{N}_{p}$ and $W_{n} \sim \mathbf{W}_{n}$ as in Theorem 4.2.1. By the triangle inequality it
then follows that

$$
\begin{aligned}
& \mathbb{E}\left\|\sum_{j=1}^{n} n^{1 / p} \frac{Z_{j}}{\left(\left\|Z^{(n)}\right\|_{p}^{p}+W_{n}\right)^{1 / p}} V_{\bullet, j}\right\|_{2} \\
\leq & \mathbb{E}\left\|\left(\frac{1}{1+\alpha}\right)^{1 / p} \sum_{j=1}^{n} Z_{j} V_{\bullet, j}-\sum_{j=1}^{n} n^{1 / p} \frac{Z_{j}}{\left(\left\|Z^{(n)}\right\|_{p}^{p}+W_{n}\right)^{1 / p}} V_{\bullet, j}\right\|_{2} \\
+ & \mathbb{E}\left\|\left(\frac{1}{1+\alpha}\right)^{1 / p} \sum_{j=1}^{n} Z_{j} V_{\bullet j}\right\|_{2}
\end{aligned}
$$

The first summand on the right-hand side converges to zero uniformly in $n \in \mathbb{N}$, as was shown after (4.6). Moreover, by Hölder's inequality and (4.7), the second summand is uniformly bounded by $\sqrt{k \mathbb{E}\left[Z_{1}^{2}\right]} /(1+\alpha)^{1 / p}$, and thus the claim follows.

Combining the accumulated auxiliary results, we now have the sufficient tools to prove Theorem 4.2.1.

Proof of Theorem 4.2.1. We apply Proposition 4.1.2 to a random vector with coordinates being the symmetric non-Gaussian random variables $Z_{j} /(1+\alpha)^{1 / p}, Z_{j} \sim \mathbf{N}_{p}$, which, by (2.7), have finite moments of all orders and, in particular, variance

$$
\sigma_{p, \alpha}^{2}=\left(\frac{p}{1+\alpha}\right)^{2 / p} \frac{\Gamma\left(\frac{3}{p}\right)}{\Gamma\left(\frac{1}{p}\right)}
$$

Hence, the sequence $\left(\tilde{\mu}_{V_{n, k} X^{(n)}}\right)_{n \in \mathbb{N}}$ as in (4.3) satisfies an LDP on $\mathcal{M}_{1}\left(\mathbb{R}^{k}\right)$ with speed $n$ and rate function $\mathcal{I}_{\text {proj }}$ as stated in Theorem 4.2.1. Therefore, by Lemma 4.3.2, $\mu_{V_{n, k} X^{(n)}}$ satisfies the same weak LDP, which extends to a full LDP by the compactness arguments given in Lemma 4.3.3, thus finishing the proof.

The proof of Theorem 4.2.2 works in a very similar way to that of Theorem 4.2.1, hence we will only point out the steps where it differs from the previous proof. Given the different scaling of the $p$-radial component of $X^{(n)}$, it follows via the same probabilistic representation arguments as previously that for a Stiefel matrix $V \in \mathbb{V}_{n, k}$,

$$
\mu_{V X^{(n)}}(A):=\mathbb{P}\left(V X^{(n)} \in A\right)=\mathbb{P}\left(\sum_{j=1}^{n} n^{\kappa / p} \frac{Z_{j}}{\left(\left\|Z^{(n)}\right\|_{p}^{p}+W_{n}\right)^{1 / p}} V_{\bullet, j} \in A\right)
$$

for any $A \in \mathcal{B}\left(\mathbb{R}^{k}\right)$, and set
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$$
\tilde{\mu}_{V X^{(n)}}(A):=\mathbb{P}\left(\left(\frac{1}{\beta}\right)^{1 / p} \sum_{j=1}^{n} Z_{j} V_{\bullet, j} \in A\right)
$$

using the same notation as in Theorem 4.2.1 and its proof. The only argument that needs to be adapted is the proof of Lemma 4.3.1, which will be replaced by the following Lemma.

Lemma 4.3.4 For $p \in[1, \infty)$ and any $n \in \mathbb{N}$, $n>4$, set $X^{(n)}$ as in Theorem 4.2.2. Then, for $k \leq n$, we have

$$
\lim _{n \rightarrow \infty} \sup _{V \in \mathbb{V}_{n, k}} \rho_{\mathrm{LP}}\left(\mu_{V X^{(n)}}, \tilde{\mu}_{V X^{(n)}}\right)=0 .
$$

Proof. Let $A \in \mathcal{B}\left(\mathbb{R}^{k}\right), V \in \mathbb{V}_{n, k}$ fixed, and $\varepsilon>0$. Then, by analogue expansion as in (4.5), we have that

$$
\begin{align*}
& \tilde{\mu}_{V X^{(n)}}(A) \\
\leq & \mu_{V X^{(n)}}\left(A_{\varepsilon}\right) \\
& +\mathbb{P}\left(\left\|\left(\frac{1}{\beta}\right)^{1 / p} \sum_{j=1}^{n} Z_{j} V_{\bullet, j}-\sum_{j=1}^{n} n^{\kappa / p} \frac{Z_{j}}{\left(\left\|Z^{(n)}\right\|_{p}^{p}+W_{n}\right)^{1 / p}} V_{\bullet, j}\right\|_{2} \geq \varepsilon\right) . \tag{4.9}
\end{align*}
$$

Again, we need to show that the second summand on the right-hand side in the above converges to zero as $n$ tends to infinity. By Markov's inequality it holds that

$$
\begin{aligned}
& \mathbb{P}\left(\|\left(\frac{1}{\beta}\right)^{1 / p}\right.\left.\sum_{j=1}^{n} Z_{j} V_{\bullet, j}-\sum_{j=1}^{n} n^{\kappa / p} \frac{Z_{j}}{\left(\left\|Z^{(n)}\right\|_{p}^{p}+W_{n}\right)^{1 / p}} V_{\bullet j} \|_{2} \geq \varepsilon\right) \\
& \leq \varepsilon^{-1} \mathbb{E}\left\|\left(\frac{1}{\beta}\right)^{1 / p} \sum_{j=1}^{n} Z_{j} V_{\bullet, j}-\sum_{j=1}^{n} n^{\kappa / p} \frac{Z_{j}}{\left(\left\|Z^{(n)}\right\|_{p}^{p}+W_{n}\right)^{1 / p}} V_{\bullet, j}\right\|_{2},
\end{aligned}
$$

and a further application of the Cauchy-Schwarz inequality as in (4.6) yields

$$
\begin{align*}
& \mathbb{E} \|\left(\frac{1}{\beta}\right)^{1 / p} \sum_{j=1}^{n} Z_{j} V_{\bullet}, j \\
&-\sum_{j=1}^{n} n^{\kappa / p} \frac{Z_{j}}{\left(\left\|Z^{(n)}\right\|_{p}^{p}+W_{n}\right)^{1 / p}} V_{\bullet}, j \|_{2}  \tag{4.10}\\
& \leq \sqrt{\mathbb{E}\left[\left\|\sum_{j=1}^{n} Z_{j} V_{\bullet, j}\right\|_{2}^{2}\right]} \sqrt{\mathbb{E}\left[\left|\left(\frac{1}{\beta}\right)^{1 / p}-\frac{n^{\kappa / p}}{\left(\left\|Z^{(n)}\right\|_{p}^{p}+W_{n}\right)^{1 / p}}\right|^{2}\right]}
\end{align*}
$$

with the first factor simplifying to $k \mathbb{E}\left[Z_{1}^{2}\right]$ as in (4.7). It remains to show that

$$
\begin{equation*}
\xi_{n}:=\left(\left(\frac{1}{\beta}\right)^{1 / p}-\frac{n^{\kappa / p}}{\left(\left\|Z^{(n)}\right\|_{p}^{p}+W_{n}\right)^{1 / p}}\right)^{2} \longrightarrow 0 \tag{4.11}
\end{equation*}
$$

in probability as $n \rightarrow \infty$ to address the second factor. We again do so by showing

$$
\frac{\left\|Z^{(n)}\right\|_{p}^{p}}{n^{\kappa}}+\frac{W_{n}}{n^{\kappa}} \longrightarrow \beta
$$

in probability due to the continuous mapping theorem. Since $\kappa>1$, by the same arguments as in the proof of Theorem 4.2.1, it follows that $\left\|Z^{(n)}\right\|_{p}^{p} / n^{\kappa} \rightarrow 0$ and the behaviour of $W_{n}$ dominates. By assumption, $W_{n} / n^{\kappa} \longrightarrow \beta$ in probability. In fact, we even have $\xi_{n} \longrightarrow 0$ in $L_{1}$. Indeed, since the sequence of random variables $\left(W_{n} / n^{\kappa}\right)^{-2 / p}$ is uniformly integrable by assumption, it follows that the sequence of random variables $\xi_{n}$ is uniformly integrable as well, which in combination with (4.11) yields convergence in $L_{1}$. As a consequence, the second factor in (4.10) converges to zero. This implies that the second summand in (4.9) converges to zero uniformly in $n \in \mathbb{N}$. Altogether, by these and analogous arguments for the reverse case of (4.9), it follows that for $\varepsilon>0$ and $n$ sufficiently large

$$
\tilde{\mu}_{V X^{(n)}}(A) \leq \mu_{V X^{(n)}}\left(A_{\varepsilon}\right)+\varepsilon \quad \text { and } \quad \mu_{V X^{(n)}}(A) \leq \tilde{\mu}_{V X^{(n)}}\left(A_{\varepsilon}\right)+\varepsilon,
$$

thus finishing the proof.
Since the rest of the proof of Theorem 4.2.1 does not depend on the specific choice of $\alpha$ or the scaling of the $X^{(n)}$, the remainder of the proof of Theorem 4.2.2 can proceed in the very same way.

## Chapter 5

## Sharp large deviations on $\ell_{p}^{n}$-balls

Within this chapter we will move away from showing large deviation results in highdimensional convex geometry and begin doing the same for sharp large deviation (SLD) results in the spirit of Bahadur and Ranga Rao [10]. The differences between these two closely related areas of study, especially regarding their goals and methodology, will be outlined in Section 5.1.

We then turn to showing concrete sharp large deviation results within $\ell_{p}^{n}$-balls. Section 5.2 provides such results for the $q$-norm of random vectors distributed in the $\ell_{p}^{n}$-ball $\mathbb{B}_{p}^{n}$ according to the cone probability measure $\mathbf{C}_{n, p}$ or the uniform distribution $\mathbf{U}_{n, p}$ for $1 \leq q<p<\infty$. As will be explained therein, the regime $1 \leq p<q<\infty$ cannot be handeled by our approach, as certain exponential moment conditions are no longer met in this case. In Section 5.3 the $p$-generalized arithmetic-geometric mean ( $p$-AGM) inequality for vectors chosen randomly from the $\ell_{p}^{n}$-ball in $\mathbb{R}^{n}$ is considered and sharpened by showing a Bahadur-Ranga Rao-type result for the underlying probabilistic representation of the random vectors from $\mathbb{B}_{p}^{n}$.

### 5.1 Preliminaries

We have seen in Section 2.3.1 that classic LDPs give an idea of the asymptotic deviation behaviour of a sequence of probability distributions on a logarithmic scale, that is, for a sequence of probability measures $\left(\mathbf{P}_{n}\right)_{n \in \mathbb{N}}$ on a Polish space $\mathbb{X}$ an LDP allows to describe the limiting behaviour of

$$
\frac{1}{s(n)} \log \mathbf{P}_{n}(\cdot)
$$

via the rate function $\mathcal{I}(\cdot)$, with $s(\cdot)$ being the speed. Hence, we can write

$$
\mathbf{P}_{n}(G)=e^{-s(n)\left[\inf _{x \in G} \mathcal{I}(x)+o(1)\right]}
$$

where, for simplicity, we assumed $G \in \mathcal{B}\left(\mathbb{R}^{n}\right)$ to be a set with

$$
\inf _{x \in G^{\circ}} \mathcal{I}(x)=\inf _{x \in \bar{G}} \mathcal{I}(x)
$$

By considering these logarithmic probabilities, however, a lot of subtleties of the underlying distributions can be drowned out. Many small- and medium-scale properties of a given sequence of distributions can be missed in the asymptotic analysis of LDPs, since they either disappear for very large $n \in \mathbb{N}$ or are overshadowed by other, more significant phenomena of the distribution. This is clear when considering the error of concrete probability estimates based on large deviation results, given by $e^{-s(n) o(1)}$, for which we cannot even say whether or not it goes to zero in $n \in \mathbb{N}$, as we generally do not know the relative behaviour of $s(n)$ and $o(1)$. Thus, one is also interested in considering large deviations on a non-logarithmic scale, which we refer to as "sharp" large deviations (also called "precise" or "strong" large deviations in the literature).

One of the first results in this regard was given by Bahadur and Ranga Rao in [10]. They showed that for a sequence $\left(X^{(n)}\right)_{n \in \mathbb{N}}$ of non-lattice i.i.d. random variables and any $z>\mathbb{E}\left[X^{(n)}\right]$ with $\Lambda_{X}^{*}(z)<\infty$ it holds for the sequence of empirical averages $\left(\frac{1}{n} S^{(n)}\right)_{n \in \mathbb{N}}$ that

$$
\begin{equation*}
\mathbb{P}\left(\frac{1}{n} S^{(n)}>z\right)=\frac{1}{\sqrt{2 \pi n} \kappa(z) \xi(z)} e^{-n \Lambda_{X}^{*}(z)}(1+o(1)) \tag{5.1}
\end{equation*}
$$

where $\kappa(z)$ and $\xi(z)$ are prefactor functions which are only dependent on the distribution of the $X^{(n)}$ and the deviation size $z$. Specifically, they are given by functions of the first and second derivative of $\Lambda_{X}^{*}$, which, as the Legendre-Fenchel transform of the cumulant generating function $\Lambda_{X}$, is very dependent on the distribution of the $X^{(n)}$.

This result is a significant improvement on the theorem of Cramér, which in comparison states that in the same setting as previously

$$
\mathbb{P}\left(\frac{1}{n} S^{(n)}>z\right)=e^{-s(n)\left[\Lambda_{X}^{*}(z)+o(1)\right]}
$$

However, showing sharp large deviation results has proven substantially more difficult, even for functionals of empirical averages, which for LDPs can often be handled in straight-forward fashion via the theorem of Cramér and the contraction principle. Let us take a closer look at how the methodology of the proofs need to be adapted.

## CHAPTER 5. SHARP LARGE DEVIATIONS ON $\ell_{p}^{n}$-BALLS

The result of Bahadur and Ranga Rao is proven via a (somewhat implicit) application of the the so-called saddle point method (also called method of steepest descent or method of stationary phase), which was established by Debye [28], and brought to the realm of probability by Esscher [33] and Daniels [26]. The saddle point method generalizes Laplace's method for integral approximation to the complex plane, and is therefore highly useful when dealing with integrals over characteristic functions.

In general, for analytic functions $f, g$ and $n \in \mathbb{N}$ large, the saddle point method gives a way to approximate Laplace-type integrals

$$
\int_{P} g(z) e^{n f(z)} \mathrm{d} z
$$

along complex paths $P$ by deforming the path of integration using Cauchy's theorem (in the homotopic interpretation as in [84, Theorem 5.1]), into some $\tilde{P}$ that passes through a critical point of $f$, around which the mass of the reformulated integral then heavily concentrates. This is done such that standard integral approximation methods can be used to great effect. Thus, the path of integration should be chosen such that the integrand is consistently small along most of the path and then take the steepest route through said critical point. It follows from the Cauchy-Riemann equations that this point is always a saddle point, since the second derivatives of an analytical function in any critical point have opposite signs, hence the name of the method. Like in the classical Laplace-type approach, one would expect such a critical point to be attained where the magnitude $\operatorname{Re}(f(z))$ maximizes, but also where the phase $\operatorname{Im}(f(z))$ is constant, such that the oscillating components of the integral do not cancel out. And indeed, due to the Cauchy-Riemann equations, it again follows that the path of stationary phase and the path of steepest descent coincide. For large $n \in \mathbb{N}$ the integral can then be approximated well by only considering it locally around the saddle point. Also, since the phase $\operatorname{Im}(f(z))$ along the deformed path of integration is constant, the remaining integral can be approached using the standard Laplace principle.

In the realm of probability, this has been used for both tail probabilities (e.g., Esscher [33], Cramér [25]) and densities of random variables (e.g., Daniels [26], Richter [101, 102]), by writing them as an integral over their characteristic functions, using the Fourier inversion formula (see [110, Theorem 1.9]), and then approximating those integrals via the use of a complex saddle point.

We say that this was used "somewhat implicitly" in certain results, such as those of Esscher [33], Cramér [25], and Bahadur and Ranga Rao [10], since the technique used therein, which is an Edgeworth expansion in conjunction with a certain change of measure, often called exponential tilting or Esscher/Cramér transform, under the surface employs saddle points as well. Edgeworth expansion approximates an unknown density via a series expansion of its (unknown) characteristic function by using known (Gaussian) characteristic functions and then applying the Fourier inversion theorem, so we see how the saddle point method is employed here as well.

As pointed out by Richter in [101], the condition of finite exponential moments in a neighbourhood of the origin in all results that implicitly or explicitly use the saddle point method just amounts to assuming that the moment and cumulant generating functions are analytical in an open strip $\{z \in \mathbb{C}:|\operatorname{Re}(z)|<r\}$ of the complex plane containing the origin, so the aforementioned arguments can be applied.

Let us briefly walk through the application of the saddle point method to derive an asymptotic density estimate for the classical example of the empirical average of i.i.d. random vectors: Let $X_{1}, \ldots, X_{n} \in \mathbb{R}^{d}$ be i.i.d. random vectors with moment generating function $\varphi_{X}$, cumulant generating function $\Lambda_{X}$, and denote by $f_{S^{(n)}}$ the unknown density of their empirical average $\frac{1}{n} S^{(n)}$. Assume its Fourier transform $\mathcal{F}\left(f_{S^{(n)}}\right)$ to be known and sufficiently integrable, i.e., $\mathcal{F}\left(f_{S^{(n)}}\right) \in L_{1}\left(\mathbb{R}^{d}\right)$. Then the Fourier inversion theorem lets us write the density $f_{S^{(n)}}$ of $S^{(n)}$ for some $x \in \operatorname{Dom}\left(\Lambda_{X}^{*}\right)^{\circ}$ as

$$
\begin{aligned}
f_{S^{(n)}}(x) & =\left(\frac{n}{2 \pi}\right)^{d} \int_{-\infty}^{+\infty} \mathcal{F}\left(f_{S^{(n)}}\right)(t) e^{-\langle i t, n x\rangle} \mathrm{d} t \\
& =\left(\frac{n}{2 \pi}\right)^{d} \int_{-\infty}^{+\infty} \varphi_{X}(i t)^{n} e^{-\langle i t, n x\rangle} \mathrm{d} t \\
& =\left(\frac{n}{2 \pi}\right)^{d} \int_{-\infty}^{+\infty} e^{n\left[\Lambda_{X}(i t)-\langle i t, x\rangle\right]} \mathrm{d} t .
\end{aligned}
$$

where we rewrote the Fourier transform via the moment generating function $\varphi_{X}$, as outlined in Remark 2.2.2. As discussed above, we assume that $\varphi_{X}$ is finite around the origin in order for the moment and cumulant generating functions to be analytical in an open strip $\{z \in \mathbb{C}:|\operatorname{Re}(z)|<r\}$ of the complex plane containing the origin. For the same reason we restrict ourselves to arguments $x \in \operatorname{Dom}\left(\Lambda_{X}^{*}\right)^{\circ}$. Thus, Cauchys integral theorem allows for a change of the path of integration, such that

$$
f_{S^{(n)}}(x)=\left(\frac{n}{2 \pi}\right)^{d} \int_{-\infty}^{+\infty} e^{n\left[\Lambda_{X}(\tau+i t)-\langle(\tau+i t), x\rangle\right]} \mathrm{d} t
$$

for $\tau \in \mathbb{R}^{d}$ such that $\Lambda_{X}(\tau+i t)<\infty$. By some standard arguments for the cumulant generating function and complex integrals (see, e.g., Daniels [26, Section 2]), one can show that $\left[\Lambda_{X}(\tau+i t)-\langle(\tau+i t), x\rangle\right]$ is a convex function in $\tau \in \operatorname{Dom}\left(\Lambda_{X}\right)$, attaining its minimum in $\tau$ at some $\tau(x) \in \operatorname{Dom}\left(\Lambda_{X}\right)$, and a concave function in $t \in \mathbb{R}$, attaining its maximum in $t$ at $t=0$, with the modulus of the integrand itself also attaining its maximum there. Note that this $\tau(x)$ minimizing $\left[\Lambda_{X}(\tau+i t)-\langle(\tau+i t), x\rangle\right]$ is the same as that from Lemma 2.2.1 (4) for which $\Lambda_{X}^{*}(x)=\langle(\tau(x)), x\rangle-\Lambda_{X}(\tau(x))$. Thus, the point $(\tau(x)+i 0) \in \operatorname{Dom}\left(\Lambda_{X}\right) \times i \mathbb{R}$ is the saddle point of the exponent in the integrand and we can write

$$
\begin{equation*}
f_{S^{(n)}}(x)=\left(\frac{n}{2 \pi}\right)^{d} \int_{-\infty}^{+\infty} e^{-n\left[\langle(\tau(x)+i t), x\rangle-\Lambda_{X}(\tau(x)+i t)\right]} \mathrm{d} t \tag{5.2}
\end{equation*}
$$

Thus, for large $n \in \mathbb{N}$, most of the mass in the integral in (5.2) concentrates in a neighbourhood around $\tau(x)$, and hence, appropriate expansions of the integrand around $\tau(x)$ yield good approximations to the integral (5.2) and thereby $f_{S^{(n)}}$. By local approximation as in [7, Theorem 3.1] it then follows that

$$
\begin{aligned}
f_{S^{(n)}}(x) & =\left(\frac{n}{2 \pi}\right)^{d}\left[\operatorname{det} \mathcal{H}_{\tau}\left(\Lambda_{X}(\tau(x))\right]^{-1 / 2} e^{n\left[\Lambda_{X}(\tau(x))-\langle\tau(x), x\rangle\right]}(1+o(1))\right. \\
& =\left(\frac{n}{2 \pi}\right)^{d}\left[\operatorname{det} \mathcal{H}_{\tau}\left(\Lambda_{X}(\tau(x))\right)\right]^{-1 / 2} e^{-n \Lambda_{X}^{*}(x)}(1+o(1)) .
\end{aligned}
$$

Versions of the saddle point method were used for density approximations of empirical averages of both sequences of i.i.d. random variables (e.g., Daniels [26], Richter [101, 102], Borovkov and Rogozin [17] etc.) and arbitrary sequences of random variables (e.g., Chaganty and Sethuraman [21, 22, 23, 24], Joutard [57, 58] etc.), so this procedure is not limited to the case of considering i.i.d. random variables.

We previously mentioned how many results from (sharp) large deviations theory implicitly employ the saddle point method in the form of so-called exponential tilting. Let us consider how this works in more detail as well. The accuracy of classic results for the approximation of probabilities and densities severly detereorate in the tails of a distribution, as can be seen when trying to estimate large deviation probabilities using, e.g., CLT results. Such results are accurate around the expectation, but worsen considerably in the tails. Hence, the idea of exponential tilting is to construct a new
distribution for a given large deviation event, under which this event becomes typical and classic approximation techniques can again be applied.

We again consider the previous example of trying to give a good estimate for the density $f_{S^{(n)}}$ of the empirical average $\frac{1}{n} S^{(n)}$ of i.i.d. random vectors $X_{1}, \ldots, X_{n}$ in $\mathbb{R}^{d}$. For a given $x \in \operatorname{Dom}\left(\Lambda_{X}^{*}\right)^{\circ}$ we define a family of exponentially tilted densities (often also called "conjugate densities") as

$$
f_{S^{(n)}, \tau}(x):=e^{\left.n[\tau, x\rangle-\Lambda_{X}(\tau)\right]} f_{S^{(n)}}(y)
$$

where $\tau$ is in the effective domain $\operatorname{Dom}\left(\Lambda_{X}\right)$ of $\Lambda_{X}$. Hence, we can write $f_{S^{(n)}}$ via this exponentially tilted density as

$$
f_{S^{(n)}}(x):=e^{-n\left[\langle\tau, x\rangle-\Lambda_{X}(\tau)\right]} f_{S^{(n)}, \tau}(x) .
$$

Choosing $\tau=\tau(x) \in \operatorname{Dom}\left(\Lambda_{X}\right)^{\circ}$ from Lemma 2.2.1 (4) yields a distribution centered around $x \in \operatorname{Dom}\left(\Lambda_{X}^{*}\right)^{\circ}$, and the approximation of $f_{S^{(n)}}(x)$ may now be obtained efficiently by approximating $f_{S^{(n)}, \tau(x)}(x)$ via various techniques such as Edgeworth expansion, which, as we mentioned, employ the saddle point method as well.

### 5.2 Sharp large deviations for $q$-norms of $\ell_{p}^{n}$-balls

In this section sharp large deviation results in the spirit of Bahadur and Ranga Rao as in (5.1) are provided for the $q$-norm of random vectors distributed in the $\ell_{p}^{n}$-ball $\mathbb{B}_{p}^{n}$ according to $\mathbf{C}_{n, p}$ or $\mathbf{U}_{n, p}$ for $1 \leq q<p<\infty$. As stated in Section 1.2, there is a close connection between the behaviour of $q$-norms of random vectors in $\ell_{p}^{n}$-balls and the intersection volumes of $t$-multiples of volume-normalized $\ell_{p}^{n}$-balls $\operatorname{vol}_{n}\left(\mathbb{D}_{p}^{n} \cap t \mathbb{D}_{q}^{n}\right)$ with $t \in[0, \infty)$. We will use this connection to derive sharp asymptotics for said intersection volumes at an improved rate compared to those provided by previous results. Lastly, these sharp large deviation results will be applied to retain sharp asymptotics for the length of the projection of an $\ell_{p}^{n}$-ball onto a line with uniform random direction.

The proof of the main results is separated into three steps. Using the results of Schechtman and Zinn in Proposition 2.4.2, we first rewrite the target deviation probability of the $q$-norm of a random vector from $\mathbb{B}_{p}^{n}$ as the probability of the empirical average of some vector of $p$-generalized Gaussians lying in some domain, which we will refer to as the deviation area. The geometric shape of this deviation area will turn out to have a major influence on the main result. Hence, we can write the target deviation probability as an integral of the (unknown) density of this empirical average over the deviation area. The second step then consists of deriving this density explicitly using
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the saddle point method (in the implicit form of exponential tilting). Thus, the deviation probability can be written as the integral of the density approximation over the deviation area. In the third and final step we then calculate this integral concretely for $\ell_{p}^{n}$-spheres and $\ell_{p}^{n}$-balls. To do so, we will utilize some geometric results for asymptotic expansions of Laplace integrals from Andriani and Baldi [7] and Breitung and Hohenbichler [19].

### 5.2.1 LDPs for $q$-norms of $\ell_{p}^{n}$-balls

We start by laying out the target variables and presenting the relevant results that were established for them previously. Throughout Section 5.2 we assume $1 \leq q<p<\infty$, even if the results we present therein hold for $q>p$ as well, since this section's main results will only hold in this particular case. The main variables of interest will be the $q$-norms of the random vectors

$$
Z^{(n)} \sim \mathbf{C}_{n, p} \quad \text { and } \quad \mathscr{Z}^{(n)} \sim \mathbf{U}_{n, p}
$$

Note, that within this section we will denote quantities related to $\mathscr{Z}^{(n)} \sim \mathbf{U}_{n, p}$ cursively. To get non-trivial results, our target variables also need to be appropriately rescaled. Thus, for random vectors $Z^{(n)}, \mathscr{Z}^{(n)} \in \mathbb{B}_{p}^{n}$ with $Z^{(n)} \sim \mathbf{C}_{n, p}$ and $\mathscr{Z}^{(n)} \sim \mathbf{U}_{n, p}$, our target variables will be

$$
n^{1 / p-1 / q}\left\|Z^{(n)}\right\|_{q} \quad \text { and } \quad n^{1 / p-1 / q}\left\|\mathscr{Z}^{(n)}\right\|_{q}
$$

and we set

$$
\|Z\|:=\left(n^{1 / p-1 / q}\left\|Z^{(n)}\right\|_{q}\right)_{n \in \mathbb{N}} \quad \text { and } \quad\|\mathscr{Z}\|:=\left(n^{1 / p-1 / q}\left\|\mathscr{F}^{(n)}\right\|_{q}\right)_{n \in \mathbb{N}} .
$$

Applying the result of Schechtman and Zinn in Proposition 2.4.2, we get the following probabilistic representation for this section's target random variables: Let $\left(Y^{(n)}\right)_{n \in \mathbb{N}}$ be a sequence of i.i.d. random vectors $Y^{(n)}:=\left(Y_{1}^{(n)}, \ldots, Y_{n}^{(n)}\right)$ with $Y_{i}^{(n)} \sim \mathbf{N}_{p}$, and $U$ a random variable uniformly distributed on $[0,1]$ independent of the $Y_{i}^{(n)}$. Then

$$
\begin{equation*}
n^{1 / p-1 / q}\left\|Z^{(n)}\right\|_{q} \stackrel{\mathcal{D}}{=} n^{1 / p-1 / q} \frac{\left\|Y^{(n)}\right\|_{q}}{\left\|Y^{(n)}\right\|_{p}}=\frac{\left(\frac{1}{n} \sum_{i=1}^{n}\left|Y_{i}^{(n)}\right|^{q}\right)^{1 / q}}{\left(\frac{1}{n} \sum_{i=1}^{n}\left|Y_{i}^{(n)}\right|^{p}\right)^{1 / p}}, \tag{5.3}
\end{equation*}
$$

and

$$
\begin{equation*}
n^{1 / p-1 / q}\left\|\mathscr{Z}^{(n)}\right\|_{q} \stackrel{\mathcal{D}}{=} n^{1 / p-1 / q} U^{1 / n} \frac{\left\|Y^{(n)}\right\|_{q}}{\left\|Y^{(n)}\right\|_{p}}=U^{1 / n} \frac{\left(\frac{1}{n} \sum_{i=1}^{n}\left|Y_{i}^{(n)}\right|^{q}\right)^{1 / q}}{\left(\frac{1}{n} \sum_{i=1}^{n}\left|Y_{i}^{(n)}\right|^{p}\right)^{1 / p}} \tag{5.4}
\end{equation*}
$$

Since the $p$-th absolute moment of a $p$-generalized Gaussian is one (see (2.7)), it follows via the strong law of large numbers and the continuous mapping theorem applied to the probabilistic representations in (5.3) and (5.4) that the expectations of $\|Z\|$ and $\|\mathscr{Z}\|$ converge in $n \in \mathbb{N}$ to

$$
\begin{equation*}
m_{p, q}:=\mathbb{E}\left[\left|Y_{1}^{(n)}\right|^{q}\right]^{1 / q}=\left[\frac{p^{q / p}}{q+1} \frac{\Gamma\left(1+\frac{q+1}{p}\right)}{\Gamma\left(1+\frac{1}{p}\right)}\right]^{1 / q} \tag{5.5}
\end{equation*}
$$

For fixed $n \in \mathbb{N}$ we will denote

$$
\mathbb{E}\left[n^{1 / p-1 / q}\left\|Z^{(n)}\right\|_{q}\right]=: m_{n, p, q} \quad \text { and } \quad \mathbb{E}\left[n^{1 / p-1 / q}\left\|\mathscr{Z}^{(n)}\right\|_{q}\right]=: m_{n, p, q}
$$

For $\|Z\|$ and $\|\mathscr{Z}\|$ LDPs have been given in previous works, which we will present here explicitly. But first, let us consider some auxiliary probabilistic representations used both in the proofs of those LDPs and our sharp large deviations results. Define

$$
\begin{equation*}
V^{(n)}:=\left(V_{1}^{(n)}, \ldots, V_{n}^{(n)}\right) \in \mathbb{R}^{2 n} \quad \text { with } \quad V_{i}^{(n)}:=\left(\left|Y_{i}^{(n)}\right|^{q},\left|Y_{i}^{(n)}\right|^{p}\right) \tag{5.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathscr{V}^{(n)}:=\left(\mathscr{V}_{1}^{(n)}, \ldots, \mathscr{V}_{n}^{(n)}\right) \in \mathbb{R}^{3 n} \quad \text { with } \quad \mathscr{V}_{i}^{(n)}:=\left(\left|Y_{i}^{(n)}\right|^{q},\left|Y_{i}^{(n)}\right|^{p}, U^{1 / n}\right) . \tag{5.7}
\end{equation*}
$$

We denote the moment and cumulant generating function of the $V_{i}^{(n)}$ respectively as

$$
\begin{equation*}
\varphi_{p}(\tau):=\int_{\mathbb{R}} e^{\tau_{1}|y|^{q}+\tau_{2}|y|^{p}} f_{\mathbf{N}_{p}}(y) \mathrm{d} y \quad \text { and } \quad \Lambda_{p}(\tau):=\log \int_{\mathbb{R}} e^{\tau_{1}|y|^{q}+\tau_{2}|y|^{p}} f_{\mathbf{N}_{p}}(y) \mathrm{d} y \tag{5.8}
\end{equation*}
$$

for $\tau=\left(\tau_{1}, \tau_{2}\right) \in \mathbb{R}^{2}$ and by $\Lambda_{p}^{*}$ the Legendre-Fenchel transform of $\Lambda_{p}$ as in (2.2). Since $q<p$, for the integral in both $\varphi_{p}$ and $\Lambda_{p}$ to be finite, the sign of the dominant term $|y|^{p}$ in the exponent must be negative. Recalling the definition of $f_{\mathbf{N}_{p}}$, one can see that this is given for $\tau_{2}<\frac{1}{p}$, thus $\operatorname{Dom}\left(\Lambda_{p}\right)=\mathbb{R} \times\left(-\infty, \frac{1}{p}\right)$. Note that for $q>p$ we no longer have finite exponential moments in a neighbourhood of the origin, which is why we set the condition $1 \leq q<p<\infty$. By Lemma 2.2.1 we have $\operatorname{Dom}\left(\Lambda_{p}^{*}\right)^{\circ}=$ $\nabla_{\tau} \Lambda_{p}\left(\operatorname{Dom}\left(\Lambda_{p}\right)^{\circ}\right)$ and for every $x \in \operatorname{Dom}\left(\Lambda_{p}^{*}\right)^{\circ}$ there exists a unique $\tau(x) \in \operatorname{Dom}\left(\Lambda_{p}\right)^{\circ}$ such that $\Lambda_{p}^{*}(x)=\langle x, \tau(x)\rangle-\Lambda_{p}(\tau(x))$. Since $\operatorname{Dom}\left(\Lambda_{p}\right)=\mathbb{R} \times\left(-\infty, \frac{1}{p}\right)$ is open and, by Lemma 2.2.1 (2), the derivative $\nabla_{\tau} \Lambda_{p}$ is continuous, we even have that

$$
\begin{equation*}
\operatorname{Dom}\left(\Lambda_{p}^{*}\right)=\operatorname{Dom}\left(\Lambda_{p}\right)^{\circ}=\nabla_{\tau} \Lambda_{p}\left(\operatorname{Dom}\left(\Lambda_{p}\right)^{\circ}\right)=\nabla_{\tau} \Lambda_{p}\left(\operatorname{Dom}\left(\Lambda_{p}\right)\right) . \tag{5.9}
\end{equation*}
$$

Furthermore, for $x \in \operatorname{Dom}\left(\Lambda_{p}^{*}\right)$, set

$$
\begin{equation*}
\mathfrak{H}_{x}:=\mathcal{H}_{\tau} \Lambda_{p}(\tau(x)) \tag{5.10}
\end{equation*}
$$

to be the Hessian of $\Lambda_{p}(\tau)$ in $\tau \in \mathbb{R}^{2}$, evaluated at $\tau(x)$ as in Lemma 2.2.1 (4).
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## Lemma 5.2.1 It holds that

i) $\nabla_{x} \Lambda_{p}^{*}(x)=\tau(x)$,
ii) $\mathcal{H}_{x} \Lambda_{p}^{*}(x)=\mathfrak{H}_{x}{ }^{-1}$.

Proof. By the definition of $\tau(x)$ in Lemma 2.2.1 (4) it follows that $x-\nabla_{\tau} \Lambda_{p}(\tau(x))=0$. Hence,

$$
\begin{aligned}
\nabla_{x} \Lambda_{p}^{*}(x) & =\nabla_{x}\left[\langle x, \tau(x)\rangle-\Lambda_{p}(\tau(x))\right] \\
& =\tau(x)+J_{x} \tau(x) x-J_{x} \tau(x) \nabla_{\tau} \Lambda_{p}(\tau(x)) \\
& =\tau(x)+J_{x} \tau(x)\left[x-\nabla_{\tau} \Lambda_{p}(\tau(x))\right] \\
& =\tau(x) .
\end{aligned}
$$

Let us now prove that $\mathcal{H}_{x} \Lambda_{p}^{*}(x)=\mathfrak{H}_{x}{ }^{-1}$. On the one hand, it follows from the above

$$
\begin{equation*}
\mathcal{H}_{x} \Lambda_{p}^{*}(x)=J_{x} \tau(x), \tag{5.11}
\end{equation*}
$$

while on the other hand, it holds that

$$
\begin{align*}
\mathcal{H}_{x} \Lambda_{p}^{*}(x) & =\mathcal{H}_{x}\left[\langle x, \tau(x)\rangle-\Lambda_{p}(\tau(x))\right] \\
& =\mathcal{H}_{x}[\langle x, \tau(x)\rangle]-\mathcal{H}_{x}\left[\Lambda_{p}(\tau(x))\right] \\
& =J_{x}\left[\nabla_{x}\langle x, \tau(x)\rangle\right]-J_{x}\left[\nabla_{x} \Lambda_{p}(\tau(x))\right] \\
& =J_{x}\left[\tau(x)+J_{x} \tau(x) x\right]-J_{x}\left[J_{x} \tau(x) \nabla_{\tau} \Lambda_{p}(\tau(x))\right] \\
& =J_{x} \tau(x)+J_{x}\left[J_{x} \tau(x) x\right]-\mathcal{H}_{x} \tau(x) \nabla_{\tau} \Lambda_{p}(\tau(x))-J_{x} \tau(x) J_{x}\left[\nabla_{\tau} \Lambda_{p}(\tau(x))\right] \\
& =2 J_{x} \tau(x)+\mathcal{H}_{x} \tau(x)\left[x-\nabla_{\tau} \Lambda_{p}(\tau(x))\right]-J_{x} \tau(x) J_{x} \tau(x) \mathcal{H}_{\tau} \Lambda_{p}(\tau(x)) \\
& =2 J_{x} \tau(x)-J_{x} \tau(x) J_{x} \tau(x) \mathcal{H}_{\tau} \Lambda_{p}(\tau(x)) . \tag{5.12}
\end{align*}
$$

Equating the terms (5.11) and (5.12) yields

$$
\begin{array}{rlrl} 
& & J_{x} \tau(x) & =2 J_{x} \tau(x)-J_{x} \tau(x) J_{x} \tau(x) \mathcal{H}_{\tau} \Lambda_{p}(\tau(x)) \\
\Leftrightarrow & 0 & =J_{x} \tau(x)-J_{x} \tau(x) J_{x} \tau(x) \mathcal{H}_{\tau} \Lambda_{p}(\tau(x)) \\
\Leftrightarrow & 0 & =I_{2}-J_{x} \tau(x) \mathcal{H}_{\tau} \Lambda_{p}(\tau(x)) \\
\Leftrightarrow & J_{x} \tau(x) & =\mathcal{H}_{\tau} \Lambda_{p}(\tau(x))^{-1},
\end{array}
$$

where $I_{2}$ again denotes the identity matrix in $\mathbb{R}^{2}$. Again applying (5.11) then gives

$$
\mathcal{H}_{x} \Lambda_{p}^{*}(x)=J_{x} \tau(x)=\mathcal{H}_{\tau} \Lambda_{p}(\tau(x))^{-1}=\mathfrak{H}_{x}^{-1}
$$

and thereby finishes the proof.

For the sequence $\|Z\|$ the following LDP has already been shown by Kabluchko, Prochno, and Thäle [61, Section 5.1]:

Proposition 5.2.2 Let $1 \leq q<p<\infty$ and $Z^{(n)} \sim \mathbf{C}_{n, p}$ be a random vector in $\mathbb{S}_{p}^{n-1}$. Then the sequence $\left(n^{1 / p-1 / q}\left\|Z^{(n)}\right\|_{q}\right)_{n \in \mathbb{N}}$ satisfies an LDP with speed $n$ and good rate function

$$
\mathcal{I}_{\|Z\|}(z):= \begin{cases}\inf _{\substack{t_{1}, t_{2}>0 \\ t_{1}^{1 / q} t_{2}^{2} / p \\ t_{2}}} \Lambda_{p}^{*}\left(t_{1}, t_{2}\right) & : z>0 \\ +\infty & : z \leq 0\end{cases}
$$

Remark 5.2.3 In the case $1 \leq q<p<\infty$ this is proven in [61] in the classical way established by Gantert, Kim and Ramanan [36]: First, give a probabilistic representation for the target random variables, which works out to be a function of empirical averages of the coordinates of the $V_{i}^{(n)}$ as in (5.3). Second, use the theorem of Cramér from Proposition 2.3.3 to establish an auxiliary LDP for those empirical averages of the $V_{i}^{(n)}$ with speed $n$ and rate function $\Lambda_{p}^{*}$. Third, map this auxiliary LDP to the target sequence using the contraction principle from 2.3.5 for the function $F\left(t_{1}, t_{2}\right)=t_{1}^{1 / q} t_{2}^{-1 / p}$, yielding the infimum operator in the above rate function. So we see that the functional structure of the representation in (5.3) has a direct influence on the LDP in the form of the infimum of the rate function over the level sets of the "transporting function" $F$. Since for sharp large deviations we do not have access to the contraction principle, this influence will be quite a bit more subtle, as we will see.

In [85, Lemma 2.1, Appendix A] Liao and Ramanan established a simplification of a similar rate function in a different setting by calculating the infimum in the rate function explicitly. Their arguments can be analogously applied in our setting to derive the following result:

Lemma 5.2.4 Let $z>m_{p, q}$ such that $z^{*}:=\left(z^{q}, 1\right) \in \operatorname{Dom}\left(\Lambda_{p}^{*}\right)$. Then

$$
\mathcal{I}_{\|Z\| \|}(z)=\inf _{\substack{y_{1}, y_{1}>0 \\ y_{1}^{1 / q_{2}} y_{2}^{1 / p}}} \Lambda_{p}^{*}\left(y_{1}, y_{2}\right)=\Lambda_{p}^{*}\left(z^{*}\right)
$$

with $z^{*}$ being the unique point at which $\Lambda_{p}^{*}$ attains its infimum under the above conditions.

To keep this section self-contained, we will present the analogous proof of this as well.

Proof. Let $z>m_{p, q}$ such that $z^{*}=\left(z^{q}, 1\right) \in \operatorname{Dom}\left(\Lambda_{p}^{*}\right)$. Then it holds that

$$
\mathcal{I}_{\|Z\|}(z)=\inf _{\substack{y_{1}, y_{1}>0 \\ y_{1}^{1} y_{2} y_{2}^{-1}>p}} \Lambda_{p}^{*}\left(y_{1}, y_{2}\right)=\inf _{x_{1}, x_{2}>0: x_{1}=z x_{2}} \Lambda_{p}^{*}\left(x_{1}^{q}, x_{2}^{p}\right)=\inf _{x_{2}>0} \Lambda_{p}^{*}\left(z^{q} x_{2}^{q}, x_{2}^{p}\right) .
$$

We set $x_{z}:=\left(z^{q} x_{2}^{q}, x_{2}^{p}\right)$, then with Lemma 2.2.1 it follows that

$$
\mathcal{I}_{\|Z\|}(z)=\inf _{x_{2}>0} \sup _{\tau \in \mathbb{R}^{2}}\left[\left\langle\tau, x_{z}\right\rangle-\Lambda_{p}(\tau)\right]=\inf _{x_{2}>0}\left[\left\langle\tau\left(x_{z}\right), x_{z}\right\rangle-\Lambda_{p}\left(\tau\left(x_{z}\right)\right)\right] .
$$

Our goal is to show that the infimum is attained at $x_{z}^{*}:=z^{*}$, i.e., at $x_{2}=1$. For the function

$$
g_{x}(\tau):=\langle\tau, x\rangle-\Lambda_{p}(\tau), \quad \tau \in \mathbb{R}^{2}
$$

with $x \in \operatorname{Dom}\left(\Lambda_{p}^{*}\right)$, Lemma 2.2.1 implies it attains its supremum at $\tau(x)$. Hence, it holds for $x=x_{z}$ that

$$
\nabla_{\tau} g_{x_{z}}\left(\tau\left(x_{z}\right)\right)=x_{z}-\nabla_{\tau} \Lambda_{p}\left(\tau\left(x_{z}\right)\right)=0
$$

which gives

$$
\begin{equation*}
x_{z}=\left(z^{q} x_{2}^{q}, x_{2}^{p}\right)=\left(\frac{\partial}{\partial \tau_{1}} \Lambda_{p}\left(\tau\left(x_{z}\right)\right), \frac{\partial}{\partial \tau_{2}} \Lambda_{p}\left(\tau\left(x_{z}\right)\right)\right) . \tag{5.13}
\end{equation*}
$$

We now aim to write $\frac{\partial}{\partial \tau_{2}} \Lambda_{p}(\tau)$ with respect to $\frac{\partial}{\partial \tau_{1}} \Lambda_{p}(\tau)$ and then use the above equation. To do so, we first want to reformulate $\Lambda_{p}$ along the lines of [36, Lemma 5.7]. It holds that

$$
\begin{aligned}
\Lambda_{p}(\tau) & =\log \int_{\mathbb{R}} e^{\tau_{1}|y|^{q}+\tau_{2}|y|^{p}} f_{\mathbf{N}_{p}}(y) \mathrm{d} y \\
& =\log \left(\frac{1}{2 p^{1 / p} \Gamma\left(1+\frac{1}{p}\right)} \int_{\mathbb{R}} e^{\tau_{1}|y|^{q}-\frac{1}{p}\left(1-p \tau_{2}\right)|y|^{p}} \mathrm{~d} y\right)
\end{aligned}
$$

The change of variable $\tilde{y}=\left(1-p \tau_{2}\right)^{1 / p} y$ then gives

$$
\begin{aligned}
\Lambda_{p}(\tau) & =\log \left(\left(1-p \tau_{2}\right)^{-1 / p} \int_{\mathbb{R}} e^{\left.\frac{\tau_{1}}{\left(1-p \tau_{2}\right)^{q / p}} \right\rvert\, \tilde{y^{q}}} f_{\mathbf{N}_{p}}(\tilde{y}) \mathrm{d} \tilde{y}\right) \\
& =-\frac{1}{p} \log \left(1-p \tau_{2}\right)+\log \varphi_{|Y|^{q}}\left(\frac{\tau_{1}}{\left(1-p \tau_{2}\right)^{q / p}}\right),
\end{aligned}
$$

where $\varphi_{|Y|^{q}}$ is the moment generating function of a random variable $|Y|^{q}$ with $Y \sim \mathbf{N}_{p}$.

Hence,

$$
\begin{aligned}
\frac{\partial}{\partial \tau_{1}} \Lambda_{p}(\tau) & =\frac{\partial}{\partial \tau_{1}}\left[\log \varphi_{|Y|^{q}}\left(\frac{\tau_{1}}{\left(1-p \tau_{2}\right)^{q / p}}\right)\right] \\
& =\varphi_{|Y|^{q}}\left(\frac{\tau_{1}}{\left(1-p \tau_{2}\right)^{q / p}}\right)^{-1} \frac{\partial}{\partial \tau_{1}}\left[\varphi_{|Y|^{q}}\left(\frac{\tau_{1}}{\left(1-p \tau_{2}\right)^{q / p}}\right)\right] \\
& =\varphi_{|Y|^{q}}\left(\frac{\tau_{1}}{\left(1-p \tau_{2}\right)^{q / p}}\right)^{-1} \int_{\mathbb{R}}\left(1-p \tau_{2}\right)^{-q / p}|y|^{q} e^{\left.\frac{\tau_{1}}{\left(1-p \tau_{2}\right)^{q / p}} \right\rvert\, y^{q}} f_{\mathbf{N}_{p}}(y) \mathrm{d} y \\
& =\left(1-p \tau_{2}\right)^{-q / p} \varphi_{|Y|^{q}}\left(\frac{\tau_{1}}{\left(1-p \tau_{2}\right)^{q / p}}\right)^{-1} \varphi_{|Y|^{q}}^{\prime}\left(\frac{\tau_{1}}{\left(1-p \tau_{2}\right)^{q / p}}\right)
\end{aligned}
$$

where $\varphi_{|Y|^{q}}^{\prime}\left(\frac{\tau_{1}}{\left(1-p \tau_{2}\right)^{q / p}}\right)=\frac{\partial}{\partial \tau_{1}} \varphi_{|Y|^{q}}\left(\frac{\tau_{1}}{\left(1-p \tau_{2}\right)^{q / p}}\right)$. Moreover, with the above we get that

$$
\begin{align*}
& \frac{\partial}{\partial \tau_{2}} \Lambda_{p}(\tau) \\
= & \left(1-p \tau_{2}\right)^{-1}+\frac{\partial}{\partial \tau_{2}}\left[\log \varphi_{|Y|^{q}}\left(\frac{\tau_{1}}{\left(1-p \tau_{2}\right)^{q / p}}\right)\right] \\
= & \left(1-p \tau_{2}\right)^{-1}+\varphi_{|Y|^{q}}\left(\frac{\tau_{1}}{\left(1-p \tau_{2}\right)^{q / p}}\right)^{-1} \frac{\partial}{\partial \tau_{2}}\left[\varphi_{|Y|^{q}}\left(\frac{\tau_{1}}{\left(1-p \tau_{2}\right)^{q / p}}\right)\right] \\
= & \left(1-p \tau_{2}\right)^{-1}+\varphi_{|Y|^{q}}\left(\frac{\tau_{1}}{\left(1-p \tau_{2}\right)^{q / p}}\right)^{-1} \int_{\mathbb{R}} \frac{q \tau_{1}}{\left(1-p \tau_{2}\right)^{(q+p) / p}}|y|^{q} e^{\frac{\tau_{1}}{\left(1-p \tau_{2}\right)^{q / p}|y|^{q}} f_{\mathbf{N}_{p}}(y) \mathrm{d} y} \\
= & \left(1-p \tau_{2}\right)^{-1}+\frac{q \tau_{1}}{\left(1-p \tau_{2}\right)^{(q+p) / p}} \varphi_{|Y|^{q}}\left(\frac{\tau_{1}}{\left(1-p \tau_{2}\right)^{q / p}}\right)^{-1} \varphi_{|Y|^{q}}^{\prime}\left(\frac{\tau_{1}}{\left(1-p \tau_{2}\right)^{q / p}}\right) \\
= & \left(1-p \tau_{2}\right)^{-1}+\frac{q \tau_{1}}{1-p \tau_{2}}\left(1-p \tau_{2}\right)^{-q / p} \varphi_{|Y|^{q}}\left(\frac{\tau_{1}}{\left(1-p \tau_{2}\right)^{q / p}}\right)^{-1} \varphi_{|Y|^{q}}^{\prime}\left(\frac{\tau_{1}}{\left(1-p \tau_{2}\right)^{q / p}}\right) \\
= & \left(1-p \tau_{2}\right)^{-1}+q \tau_{1}\left(1-p \tau_{2}\right)^{-1} \frac{\partial}{\partial \tau_{1}} \Lambda_{p}(\tau) . \tag{5.14}
\end{align*}
$$

Plugging in the identities from (5.13) into (5.14) it follows for $\left(\tau_{1}, \tau_{2}\right)=\left(\tau\left(x_{z}\right)_{1}, \tau\left(x_{z}\right)_{2}\right)$ :

$$
\begin{equation*}
x_{2}^{p}=\left(1-p \tau\left(x_{z}\right)_{2}\right)^{-1}+q \tau\left(x_{z}\right)_{1}\left(1-p \tau\left(x_{z}\right)_{2}\right)^{-1} z^{q} x_{2}^{q} . \tag{5.15}
\end{equation*}
$$

Using this, we can calculate the derivative of $\Lambda_{p}^{*}\left(x_{z}\right)$ in $x$ (we write $x$ instead of $x_{2}$ for notational brevity), where $\tau\left(x_{z}\right)$ is considered as a function in $x$ as well. It holds that
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$$
\begin{aligned}
\frac{\partial}{\partial x} \Lambda_{p}^{*}\left(x_{z}\right)= & \frac{\partial}{\partial x} \Lambda_{p}^{*}\left(z^{q} x^{q}, x^{p}\right) \\
= & \frac{\partial}{\partial x}\left[\left\langle x_{z}, \tau\left(x_{z}\right)\right\rangle-\Lambda_{p}\left(\tau\left(x_{z}\right)\right)\right] \\
= & \frac{\partial}{\partial x}\left[z^{q} x^{q} \tau\left(x_{z}\right)_{1}+x^{p} \tau\left(x_{z}\right)_{2}-\Lambda_{p}\left(\tau\left(x_{z}\right)\right)\right] \\
= & z^{q} q x^{q-1} \tau\left(x_{z}\right)_{1}+z^{q} x^{q} \frac{\partial}{\partial x} \tau\left(x_{z}\right)_{1}+p x^{p-1} \tau\left(x_{z}\right)_{2}+x^{p} \frac{\partial}{\partial x} \tau\left(x_{z}\right)_{2} \\
& -\frac{\partial}{\partial x} \Lambda_{p}\left(\tau\left(x_{z}\right)\right) \\
= & z^{q} q x^{q-1} \tau\left(x_{z}\right)_{1}+z^{q} x^{q} \frac{\partial}{\partial x} \tau\left(x_{z}\right)_{1}+p x^{p-1} \tau\left(x_{z}\right)_{2}+x^{p} \frac{\partial}{\partial x} \tau\left(x_{z}\right)_{2} \\
& -J_{x}\left(\tau\left(x_{z}\right)\right) \nabla_{\tau} \Lambda_{p}\left(\tau\left(x_{z}\right)\right) \\
= & z^{q} q x^{q-1} \tau\left(x_{z}\right)_{1}+z^{q} x^{q} \frac{\partial}{\partial x} \tau\left(x_{z}\right)_{1}+p x^{p-1} \tau\left(x_{z}\right)_{2}+x^{p} \frac{\partial}{\partial x} \tau\left(x_{z}\right)_{2} \\
& -\frac{\partial}{\partial x} \tau\left(x_{z}\right)_{1} \frac{\partial}{\partial \tau_{1}} \Lambda_{p}\left(\tau\left(x_{z}\right)\right)-\frac{\partial}{\partial x} \tau\left(x_{z}\right)_{2} \frac{\partial}{\partial \tau_{2}} \Lambda_{p}\left(\tau\left(x_{z}\right)\right) .
\end{aligned}
$$

We now use the identity from (5.13), which yields

$$
\begin{align*}
\frac{\partial}{\partial x} \Lambda_{p}^{*}\left(x_{z}\right)= & z^{q} q x^{q-1} \tau\left(x_{z}\right)_{1}+z^{q} x^{q} \frac{\partial}{\partial x} \tau\left(x_{z}\right)_{1}+p x^{p-1} \tau\left(x_{z}\right)_{2} \\
& +x^{p} \frac{\partial}{\partial x} \tau\left(x_{z}\right)_{2}-\frac{\partial}{\partial x} \tau\left(x_{z}\right)_{1} z^{q} x^{q}-\frac{\partial}{\partial x} \tau\left(x_{z}\right)_{2} x^{p} \\
= & z^{q} q x^{q-1} \tau\left(x_{z}\right)_{1}+p x^{p-1} \tau\left(x_{z}\right)_{2} . \tag{5.16}
\end{align*}
$$

Reformulating the identity in (5.15) yields

$$
\begin{align*}
& x^{p}=\left(1-p \tau\left(x_{z}\right)_{2}\right)^{-1}+q \tau\left(x_{z}\right)_{1}\left(1-p \tau\left(x_{z}\right)_{2}\right)^{-1} z^{q} x^{q} \\
\Leftrightarrow & \left(1-p \tau\left(x_{z}\right)_{2}\right) x^{p-1}-x^{-1}=z^{q} x^{q-1} q \tau\left(x_{z}\right)_{1} . \tag{5.17}
\end{align*}
$$

Thus, if we set $\frac{\partial}{\partial x} \Lambda_{p}^{*}\left(x_{z}\right)=0$, we get from (5.16) and (5.17) that

$$
\begin{aligned}
\frac{\partial}{\partial x} \Lambda_{p}^{*}\left(x_{z}\right)=0 & \Leftrightarrow 0=z^{q} q x^{q-1} \tau\left(x_{z}\right)_{1}+p x^{p-1} \tau\left(x_{z}\right)_{2} \\
& \Leftrightarrow 0=\left(1-p \tau\left(x_{z}\right)_{2}\right) x^{p-1}-x^{-1}+p x^{p-1} \tau\left(x_{z}\right)_{2} \\
& \Leftrightarrow x=1 .
\end{aligned}
$$

Hence, the infimum of $\Lambda_{p}^{*}$ under the conditions in the rate function from Proposition 5.2.2 is attained at $x_{z}^{*}=\left(z^{q}, 1\right)=z^{*}$. Since by Lemma 2.2.1 we know that $\Lambda_{p}^{*}$ is strictly convex on $\operatorname{Dom}\left(\Lambda_{p}^{*}\right)^{\circ}$ and $\operatorname{Dom}\left(\Lambda_{p}^{*}\right)^{\circ}=\operatorname{Dom}\left(\Lambda_{p}^{*}\right)$, this minimum is unique. Thereby, our claim is proven.

For the sequence $\|\mathscr{Z}\|$ the following LDP was also provided by Kabluchko, Prochno, and Thäle in [61, Theorem 1.2]:

Proposition 5.2.5 Let $1 \leq q<p<\infty$ and $\mathscr{Z}^{(n)} \sim \mathbf{U}_{n, p}$ be a random vector in $\mathbb{B}_{p}^{n}$. Then the sequence $\left(n^{1 / p-1 / q}\left\|\mathscr{Z}^{(n)}\right\|_{q}\right)_{n \in \mathbb{N}}$ satisfies an LDP with speed $n$ and good rate function

$$
\mathcal{I}_{\|\mathscr{E}\|}(z):= \begin{cases}\inf _{z=1}^{z_{1}, z_{1} z_{2}} \\ +\infty & {\left[\mathcal{I}_{\|Z\|}\left(z_{1}\right)+\mathcal{I}_{U}\left(z_{2}\right)\right]} \\ +z>0 \\ +\infty & : z \leq 0\end{cases}
$$

with $\mathcal{I}_{\|Z\|}$ as in Proposition 5.2.2 and

$$
\mathcal{I}_{U}\left(z_{2}\right):= \begin{cases}-\log \left(z_{2}\right) & : z_{2} \in(0,1] \\ +\infty & : \text { otherwise }\end{cases}
$$

We again show that the infimum in the rate function is attained at a unique point.

Lemma 5.2.6 Assume the same setting as in Proposition 5.2.5. For $z>m_{p, q}$, we can simplify the rate function by combining the two infimum operations to get

$$
\mathcal{I}_{\|\mathscr{A}\|}(z)=\inf _{\substack{z=x_{1}^{1 /} x_{2}^{-1 / p_{x}} \\ x_{1}, x_{2}>0, x_{3} \in(0,1]}}\left[\Lambda_{p}^{*}\left(x_{1}, x_{2}\right)-\log \left(x_{3}\right)\right] .
$$

We define

$$
\mathcal{I}_{\delta}(x):=\Lambda_{p}^{*}\left(x_{1}, x_{2}\right)-\log \left(x_{3}\right), \quad x_{1}, x_{2} \in \mathbb{R}, x_{3} \in(0,1]
$$

and set $z^{*}:=\left(z^{q}, 1\right) \in \mathbb{R}^{2}, z^{* *}:=\left(z^{q}, 1,1\right) \in \mathbb{R}^{3}$. It then holds for $z>m_{p, q}$ with $z^{*} \in \operatorname{Dom}\left(\Lambda_{p}^{*}\right)$ that

$$
\mathcal{I}_{\|\mathscr{E}\|}(z)=\mathcal{I}_{\delta}\left(z^{* *}\right)=\Lambda_{p}^{*}\left(z^{*}\right),
$$

with $z^{* *}$ being the unique point at which $\mathcal{I}_{\text {\& }}$ attains its infimum under the above conditions.

Thus, for $z>m_{p, q}$ with $z^{*} \in \operatorname{Dom}\left(\Lambda_{p}^{*}\right)$ both $\|Z\|$ and $\|\mathscr{Z}\|$ satisfy LDPs with the same speed and rate function.

Proof. Let $z>m_{p, q}$ such that $z^{*}=\left(z^{q}, 1\right) \in \operatorname{Dom}\left(\Lambda_{p}^{*}\right)$. Furthermore, set $z^{* *}:=$ $\left(z^{q}, 1,1\right)$ and $\mathcal{I}_{\delta}(x):=\Lambda_{p}^{*}\left(x_{1}, x_{2}\right)-\log \left(x_{3}\right), x \in \mathbb{R}^{3}$. We use the definitions of $\mathcal{I}_{\|Z\|}$ and $\mathcal{I}_{U}$, together with Lemma 5.2.4, to get that

$$
\begin{aligned}
\mathcal{I}_{\|\mathscr{E}\|}(z) & =\inf _{\substack{z=x_{1}^{1 / / x_{2}-1 / p} x_{3} \\
x_{1}, x_{2}>0, x_{3} \in(0,1]}} \mathcal{I}_{\delta}(x) \\
& =\inf _{\substack{z=z_{1} \\
z_{1}>0, z_{2} \in(0,1]}}\left[\inf _{\substack{x_{1}, x_{2}>0 \\
x_{1}^{1} q_{1} x_{2}-1 / p} z_{1}} \Lambda_{p}^{*}\left(x_{1}, x_{2}\right)+\mathcal{I}_{U}\left(z_{2}\right)\right] \\
& =\inf _{\substack{z=z_{1} z_{2} \\
z_{1}>0, z_{2} \in(0,1]}}\left[\Lambda_{p}^{*}\left(z_{1}^{q}, 1\right)-\log \left(z_{2}\right)\right] .
\end{aligned}
$$

It follows by Lemma 2.2 .1 (3) that $\mathcal{I}_{\|Z\|}(z)=\Lambda_{p}^{*}\left(z^{q}, 1\right)$ is strictly convex in $z$ on $\operatorname{Dom}\left(\Lambda_{p}^{*}\right)^{\circ}=\operatorname{Dom}\left(\Lambda_{p}^{*}\right) . \operatorname{As} \mathcal{I}_{\|Z\|}$ is a rate function, it has a root in the (limit) expectation $z=m_{p, q}$ of the underlying sequence $\|Z\|$ (see, e.g., [29, Lemma 2.2.5]). Hence, it follows that for $z>m_{p, q}$ with $z \in \operatorname{Dom}\left(\Lambda_{p}^{*}\right)$ it holds that $\mathcal{I}_{\|Z\|}(z)=\Lambda_{p}^{*}\left(z^{q}, 1\right)$ is strictly increasing in $z$. Since $z_{2} \leq 1, z=z_{1} z_{2}$, and $1 \leq q$, we have $z_{1}^{q} \geq z>m_{p, q}$, meaning that $\Lambda_{p}^{*}\left(z_{1}^{q}, 1\right)$ is strictly increasing in $z_{1}$. Furthermore, we can see that $\left(-\log \left(z_{2}\right)\right)$ is strictly decreasing in $z_{2}$. Hence, rewriting $z_{1}$ with respect to $z_{2}$ then gives

$$
\mathcal{I}_{\|\mathscr{E}\|}(z)=\inf _{\substack{z_{1}=z, z_{2} \\ z_{2} \in(0,1]}}\left[\Lambda_{p}^{*}\left(\left(\frac{z}{z_{2}}\right)^{q}, 1\right)-\log \left(z_{2}\right)\right]
$$

which is strictly decreasing in $z_{2}$. Thus, choosing $z_{2}=1$ gives $z_{1}=z$ and

$$
\mathcal{I}_{\|\mathscr{E}\|}(z)=\mathcal{I}_{\delta}\left(z^{* *}\right)=\Lambda_{p}^{*}\left(z^{*}\right),
$$

finishing the proof.

Remark 5.2.7 As mentioned in Section 1.2, Schmuckenschläger [108] gave a central limit theorem for $q$-norms of random vectors with either distribution $\mathbf{C}_{n, p}$ or $\mathbf{U}_{n, p}$. He showed that for $p, q \in[1, \infty)$ with $q \neq p$, and a random vector $Z^{(n)} \in \mathbb{B}_{p}^{n}$ with $Z^{(n)} \sim \mathbf{C}_{n, p}$ or $Z^{(n)} \sim \mathbf{U}_{n, p}$ it holds that

$$
\sqrt{n}\left(n^{1 / p-1 / q} \frac{\left\|Z^{(n)}\right\|_{q}}{m_{p, q}}-1\right) \underset{n \rightarrow \infty}{\stackrel{d}{\longrightarrow}} \mathcal{N}\left(0, \sigma^{2}\right)
$$

with $\mathcal{N}\left(0, \sigma^{2}\right)$ denoting a centered normal distribution, where $\sigma^{2}$ is also given explicitly in terms of $p$ and $q$ and moments of $\mathbf{N}_{p}$. This result shows that on the Gaussian scale the $q$-norm behaviours of both $\mathbf{C}_{n, p}$ and $\mathbf{U}_{n, p}$ coincide. It is thus a natural question whether one can tell the distributions apart in terms of their their $q$-norm behaviours
by considering it beyond the Gaussian scale, e.g., via an LDP. And while the original LDPs in Proposition 5.2.2 and Proposition 5.2.5 given by Kabluchko, Prochno, and Thäle [61] at first seem to answer this in the positive by giving different rate functions for the LDPs, the reformulations of Lemma 5.2.4 and Lemma 5.2.6 show that one still observes the same $q$-norm behaviour of cone measure and uniform distribution when employing the tool of LDPs. Since the sharp large deviation results in this section actually look different for $\mathbf{C}_{n, p}$ and $\mathbf{U}_{n, p}$, they provide the first concentration result in which one can actually tell the two distributions apart. This again goes to show the high sensitivity of sharp large deviation results towards the underlying distributions.

Remark 5.2.8 Note that in the results within this section, deviations from the "limit expectation" $m_{p, q}$ are considered, even though the elements of the sequences $\|Z\|$ and $\|\mathscr{Z}\|$ have respective expectations $m_{n, p, q}$ and $m_{n, p, q}$, that only converge to $m_{p, q}$ in $n \in \mathbb{N}$. This, however, is not an issue for our results. As shown in (5.3) and (5.4), the sequences are represented via the empirical averages of probabilistic representations seen in (5.6) and (5.7). The expectations of these representations only ever play a role in our proofs regarding the behaviour of the corresponding cumulant generating functions, specifically only in the case of $\|Z\|$ (e.g., in the proofs of Lemma 5.2.6 and Lemma 5.2 .18 or implicitly in the proof of the density approximations in Section 5.2.7). As the $V_{i}^{(n)}$ in (5.6) are i.i.d., they all share the same cumulant generating function as given in (5.8) and the same expectation

$$
\mathbb{E}\left[V_{i}^{(n)}\right]=\left(\mathbb{E}\left[\left|Y_{1}^{(n)}\right|^{q}\right], \mathbb{E}\left[\left|Y_{1}^{(n)}\right|^{p}\right]\right)=\left(\left(m_{p, q}\right)^{q}, 1\right)
$$

Hence, the fact that the expectation $m_{n, p, q}$ only converges to $m_{p, q}$ does not affect our proofs. This is in keeping with classical results from large deviations theory like the Theorem of Gärtner-Ellis (see Proposition 2.3.7), where an arbitrary (i.e., not necessarily i.i.d.) sequence of random variables is not required to have a shared expectation, but rather that the sequence of the (appropriately rescaled) cumulant generating functions of the individual random variables in the sequence converge to a fixed function with the origin in the interior of its effective domain. The resulting LDP then considers deviation probabilities from the limit expectation as well. In the case of $\|\mathscr{Z}\|$ the cumulant generating functions of the $\mathscr{V}_{i}^{(n)}$ are not employed at all (neither themselves nor their limit in $n$ ). Since our main results assume $n \in \mathbb{N}$ to be sufficiently large (that is, large enough for the local density approximations in Section 5.2.7 to hold), this effectively means that for $n \in \mathbb{N}$ sufficiently large, the difference of $m_{p, q}$ and $m_{n, p, q}, m_{n, p, q}$ is of order at most $o(1)$ and therefore does not affect our sharp large deviation estimates.
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### 5.2.2 Weingarten maps and curvature

The proof of the main result for $\ell_{p}^{n}$-spheres will proceed by integrating over a previously established density estimate via a result of Andriani and Baldi [7] for Laplace-type integrals. This result has a heavily geometric flavour and relies on the Weingarten maps of certain hypersurfaces, which in our setting will simply be curves in $\mathbb{R}^{2}$. We will therefore just give a brief reminder of the Weingarten map in this setting, recall some of its properties, and refer to the relevant literature (e.g., [48, 79]) or Andriani and Baldi [7] for a more in-depth discussion of the topic.

In general, the Weingarten map of a smooth hypersurface $M \subset \mathbb{R}^{d}$ at a point $p \in M$ is an endomorphism of the tangent space $T_{p} M$ at $p$, mapping any $y \in T_{p} M$ to the directional derivative of a normal field of $M$ in $p$ in the direction of $y$. However, as remarked in [7, Example 4.3], for $d=2$, hypersurfaces simplify to planar curves and the Weingarten map at a point $p$ simplifies to the absolute value of the curvature $K(p)$ of the curve at $p$. For implicit curves, i.e., curves given as the zero set of a function, we have the following formula for its curvature from [39, Proposition 3.1]:

Lemma 5.2.9 Let $F: \mathbb{R}^{2} \rightarrow \mathbb{R}$ be a twice differentiable function. Further, let $\mathscr{C}:=$ $\left\{x \in \mathbb{R}^{2}: F(x)=0\right\}$ be a curve given as the zero set of $F$, and $p \in \mathscr{C}$ be a point where $\nabla_{x} F(p) \neq 0$. Using the derivative notation $F_{[i, j]}=F_{[i, j]}(p)$ as in (2.1), it holds that

$$
K(p)=\frac{\left(-F_{[0,1]}, F_{[1,0]}\right)\left(\begin{array}{ll}
F_{[2,0]} & F_{[1,1]} \\
F_{[1,1]} & F_{[0,2]}
\end{array}\right)\left(-F_{[0,1]}, F_{[1,0]}\right)}{\left(F_{[1,0]}^{2}+F_{[0,1]}^{2}\right)^{3 / 2}} .
$$

## Corollary 5.2.10

i) Given the set-up of the previous lemma, straightforward calculation of the above fraction gives that

$$
K(p)=\frac{F_{[0,1]}^{2} F_{[2,0]}-2 F_{[0,1]} F_{[1,0]} F_{[1,1]}+F_{[1,0]}^{2} F_{[0,2]}}{\left(F_{[1,0]}^{2}+F_{[0,1]}^{2}\right)^{3 / 2}} .
$$

ii) In case that $\mathscr{C}$ is the graph of a twice differentiable function $f: \mathbb{R} \rightarrow \mathbb{R}$, that is, $\mathscr{C}=\left\{\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}: x_{2}=f\left(x_{1}\right)\right\}$, and $p=(x, f(x))$, the above reduces to

$$
K(p)=\frac{\left|f^{\prime \prime}(x)\right|}{\left(1+f^{\prime}(x)^{2}\right)^{3 / 2}} .
$$

### 5.2.3 SLD results for $q$-norms of $\ell_{p}^{n}$-balls and -spheres

Using the concepts and notation previously established, we now proceed to present the main results of Section 5.2:

For $1 \leq q<p<\infty$ and $Z^{(n)} \sim \mathbf{C}_{n, p}$ we want to give sharp asymptotics for the probability

$$
\mathbb{P}\left(n^{1 / p-1 / q}\left\|Z^{(n)}\right\|_{q}>z\right)
$$

for $z>m_{p, q}$ such that $z^{*} \in \operatorname{Dom}\left(\Lambda_{p}^{*}\right)$, with $z^{*}:=\left(z^{q}, 1\right)$ as in Lemma 5.2.4. Let us define prefactor functions $\xi(z)$ and $\kappa(z)$, as mentioned also in the sharp large deviation results of Bahadur and Ranga Rao in (5.1). For $z>m_{p, q}$ such that $z^{*} \in \operatorname{Dom}\left(\Lambda_{p}^{*}\right)$, we set

$$
\begin{equation*}
\xi(z)^{2}:=\left\langle\mathfrak{H}_{z^{*}} \tau\left(z^{*}\right), \tau\left(z^{*}\right)\right\rangle \operatorname{det} \mathfrak{H}_{z^{*}}, \tag{5.18}
\end{equation*}
$$

with $\mathfrak{H}_{z^{*}}=\mathcal{H}_{\tau} \Lambda_{p}\left(\tau\left(z^{*}\right)\right)$ as in (5.10), and

$$
\begin{equation*}
\kappa(z)^{2}:=1-c_{\kappa}(z), \tag{5.19}
\end{equation*}
$$

with

$$
c_{\kappa}(z):=\frac{\left(\tau\left(z^{*}\right)_{1}^{2}+\tau\left(z^{*}\right)_{2}^{2}\right)^{3 / 2}\left|p q(p-q) z^{q}\right|}{\left|\tau\left(z^{*}\right)_{2}^{2}\left(\mathfrak{H}_{z^{*}}^{-1}\right)_{11}-2 \tau\left(z^{*}\right)_{1} \tau\left(z^{*}\right)_{2}\left(\mathfrak{H}_{z^{*}}^{-1}\right)_{12}+\tau\left(z^{*}\right)_{1}^{2}\left(\mathfrak{H}_{z^{*}}^{-1}\right)_{22}\right|\left(z^{2 q}+p^{2} q^{-2}\right)^{3 / 2}} .
$$

We refer to Lemma 5.2 .1 to see why the inverse matrix $\mathfrak{H}_{z^{*}}^{-1}$ in the above is in fact well-defined for $z^{*} \in \operatorname{Dom}\left(\Lambda_{p}^{*}\right)$. Let us now present the main result of Section 5.2 for $\ell_{p}^{n}$-spheres.

Theorem 5.2.11 Let $1 \leq q<p<\infty, n \in \mathbb{N}$, and $Z^{(n)}$ be a random vector in $\mathbb{B}_{p}^{n}$ with $Z^{(n)} \sim \mathbf{C}_{n, p}$. Then, for $n$ sufficiently large and any $z>m_{p, q}$ such that $z^{*} \in \operatorname{Dom}\left(\Lambda_{p}^{*}\right)$, it holds that

$$
\mathbb{P}\left(n^{1 / p-1 / q}\left\|Z^{(n)}\right\|_{q}>z\right)=\frac{1}{\sqrt{2 \pi n} \kappa(z) \xi(z)} e^{-n \Lambda_{p}^{*}\left(z^{*}\right)}(1+o(1)) .
$$

We shall now turn from $\ell_{p}^{n}$-spheres to $\ell_{p}^{n}$-balls. For $1 \leq q<p<\infty$ and $\mathscr{Z}^{(n)} \sim \mathbf{U}_{n, p}$ we want to provide similar sharp asymptotics for

$$
\mathbb{P}\left(n^{1 / p-1 / q}\left\|\mathscr{Z}^{(n)}\right\|_{q}>z\right) .
$$

for $z>m_{p, q}$ such that $z^{*} \in \operatorname{Dom}\left(\Lambda_{p}^{*}\right)$.

Again, we start by defining a prefactor function for $z>m_{p, q}$ with $z^{*} \in \operatorname{Dom}\left(\Lambda_{p}^{*}\right)$ as

$$
\begin{align*}
\gamma(z)^{2}:= & \operatorname{det} \mathfrak{H}_{z^{*}} \tau\left(z^{*}\right)_{1}^{2}\left(q z^{q} \tau\left(z^{*}\right)_{1}+1\right)^{2} \\
& \times\left[\frac{z^{2 q} q^{2}}{p^{2}}\left(\mathfrak{H}_{z^{*}}^{-1}\right)_{11}+\frac{2 z^{q} q}{p}\left(\mathfrak{H}_{z^{*}}^{-1}\right)_{12}+\left(\mathfrak{H}_{z^{*}}^{-1}\right)_{22}+\tau\left(z^{*}\right)_{1} \frac{z^{q} q(q-p)}{p^{2}}\right] \tag{5.20}
\end{align*}
$$

with which we can now give this section's main result for $\ell_{p}^{n}$-balls.

Theorem 5.2.12 Let $1 \leq q<p<\infty, n \in \mathbb{N}$, and $\mathscr{L}^{(n)}$ be a random vector in $\mathbb{B}_{p}^{n}$ with $\mathscr{Z}^{(n)} \sim \mathbf{U}_{n, p}$. Then, for $n$ sufficiently large and any $z>m_{p, q}$ such that $z^{*} \in \operatorname{Dom}\left(\Lambda_{p}^{*}\right)$, it holds that

$$
\mathbb{P}\left(n^{1 / p-1 / q}\left\|\mathscr{Z}^{(n)}\right\|_{q}>z\right)=\frac{1}{\sqrt{2 \pi n} \gamma(z)} e^{-n \Lambda_{p}^{*}\left(z^{*}\right)}(1+o(1))
$$

We have seen in Section 5.2 .1 that $\|Z\|$ and $\|\mathscr{Z}\|$ both satisfy LDPs with the same speed and rate function for $z>m_{p, q}$ such that $z^{*} \in \operatorname{Dom}\left(\Lambda_{p}^{*}\right)$, despite the underlying distributions being different (see Remark 5.2.7). Comparing Theorem 5.2.11 and Theorem 5.2.12 now paints a different picture, with the sharp asymptotics for $\|Z\|$ and $\|\mathscr{Z}\|$ being noticeably different. As mentioned in the introduction and Section 5.1, idiosyncratic phenomena of underlying distributions, which can be drowned out on the LDP scale, are often still visible on the scale of sharp large deviations. This is in keeping with what was shown in [85, Theorem 2.4, Theorem 2.6] for one-dimensional projections of $\ell_{p}^{n}$-spheres and $\ell_{p}^{n}$-balls.

Remark 5.2.13 Let us draw a brief comparison between our results and the concentration inequality that follows by the Gromov-Milman Theorem as discussed in [92, Remark, p. 1062]. Therein, it is shown that the Gromov-Milman theorem from [44] implies that for $1<q \leq p<\infty$ and a random vector $Z^{(n)} \sim \mathbf{C}_{n, p}$, it holds that

$$
\mathbb{P}\left(\left|n^{1 / p-1 / q}\left\|Z^{(n)}\right\|_{q}-m_{n, p, q}\right| \geq z\right) \leq C \exp \left(-c n z^{\max \{2, p\}}\right)
$$

where $C>0$ and $c>0$ are constants. If we consider the set-up of Theorem 5.2.11, i.e., $1 \leq q<p<\infty$ and $z>m_{n, p, q}$, and only consider deviations without the absolute value, we can derive from the above that

$$
\mathbb{P}\left(n^{1 / p-1 / q}\left\|Z^{(n)}\right\|_{q}>z\right) \leq C \exp \left(-c n z^{\max \{2, p\}}\right)
$$

Comparing this with our sharp large deviation results from Theorem 5.2.11 for $z>m_{p, q}$ such that $z^{*} \in \operatorname{Dom}\left(\Lambda_{p}^{*}\right)$,

$$
\mathbb{P}\left(n^{1 / p-1 / q}\left\|Z^{(n)}\right\|_{q}>z\right)=\frac{1}{\sqrt{2 \pi n} \kappa(z) \xi(z)} e^{-n \Lambda_{p}^{*}\left(z^{*}\right)}(1+o(1)),
$$

we can see that our results improve on the estimate in terms of $n \in \mathbb{N}$ by a factor of $n^{-1 / 2}$ and give explicit and deviation-dependent prefactor functions $\kappa(z)$ and $\xi(z)$ instead of fixed constants for all deviations $z$.

Remark 5.2.14 When comparing the sharp large deviation results in Theorem 5.2.11 and Theorem 5.2.12 to those of Liao and Ramanan [85, Theorem 2.4] and [85, v2, Theorem 2.6], one directly notices the core difference in the settings. Liao and Ramanan examine projections of random vectors on $\mathbb{S}_{p}^{n-1}$ and $\mathbb{B}_{p}^{n}$ with respective distributions $\mathbf{C}_{n, p}$ and $\mathbf{U}_{n, p}$ onto fixed one-dimensional subspaces, and therefore have to consider weighted sums of dependent random vectors as probabilistic representations. Thus, all their results have to be conditioned on the projection space and include additional terms accounting for the specifics of the subspace. In our case, however, the probabilistic representations are given as sums of i.i.d. random variables (see Section 5.2.6), which does not necessitate these additional factors. Therefore, when using results from Liao and Ramanan [85], we adapt their usage accordingly to the given probabilistic representations in our setting. Beyond that, however, the sharp large deviation results share several similarities, especially when comparing the prefactor functions $\kappa, \xi$ and $\gamma$, which for $q=1$ are almost equal.

### 5.2.4 Application 1: Intersection volumes of $\ell_{p}^{n}$-balls

We want to use our sharp large deviation results to further the findings of Schechtman and Schmuckenschläger [105] and Schmuckenschläger [108] for intersection volumes of $t$-multiples of different volume-normalized $\ell_{p}^{n}$-balls. We will first give a brief overview of the original results along the lines of [61, Section 2.1]. For $p \in[1, \infty)$, we define

$$
\mathbb{D}_{p}^{n}:=\operatorname{vol}_{n}\left(\mathbb{B}_{p}^{n}\right)^{-1 / n} \mathbb{B}_{p}^{n}
$$

to be the volume-normalized $\ell_{p}^{n}$-ball and recall that

$$
\operatorname{vol}_{n}\left(\mathbb{B}_{p}^{n}\right)=\frac{\left(2 \Gamma\left(1+\frac{1}{p}\right)\right)^{n}}{\Gamma\left(1+\frac{n}{p}\right)}
$$
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We furthermore set

$$
c_{n, p}:=n^{1 / p} \operatorname{vol}_{n}\left(\mathbb{B}_{p}^{n}\right)^{1 / n} \quad \text { and } \quad c_{p}:=2 e^{1 / p} p^{1 / p} \Gamma\left(1+\frac{1}{p}\right)
$$

and recall that it was shown in [105] that

$$
\lim _{n \rightarrow \infty} c_{n, p}=c_{p} .
$$

Moreover, for $p, q \in[1, \infty), p \neq q$, we set

$$
c_{n, p, q}:=\frac{c_{n, p}}{c_{n, q}}, \quad A_{n, p, q}:=\frac{c_{n, p}}{m_{p, q} c_{n, q}}, \quad \text { and } \quad A_{p, q}:=\lim _{n \rightarrow \infty} A_{n, p, q}
$$

Hence, it follows that

$$
A_{p, q}=\frac{c_{p}}{m_{p, q} c_{q}}=\frac{\Gamma\left(1+\frac{1}{p}\right)^{1+(1 / q)}}{\Gamma\left(1+\frac{1}{q}\right) \Gamma\left(\frac{q+1}{p}\right)^{1 / q}} e^{1 / p-1 / q}
$$

Lastly, for $t \geq 0$ and $n \in \mathbb{N}$, we define $t_{n} \geq 0$ such that

$$
t_{n} \frac{A_{p, q}}{A_{n, p, q}}=t
$$

We shall now recall the result of Schmuckenschläger [108, Theorem 3.3]. Therein, it was shown that for $p, q \in[1, \infty), p \neq q$, and $t \geq 0$ it holds that

$$
\operatorname{vol}_{n}\left(\mathbb{D}_{p}^{n} \cap t \mathbb{D}_{q}^{n}\right) \underset{n \rightarrow \infty}{\longrightarrow} \begin{cases}1 & : A_{p, q} t>1  \tag{5.21}\\ \frac{1}{2} & : A_{p, q} t=1 \\ 0 & : A_{p, q} t<1\end{cases}
$$

(where the cases $A_{p, q} t>1$ and $A_{p, q} t<1$ had already been established in [105]). To prove this, a central limit theorem for $n^{1 / p-1 / q}\left\|\mathscr{Z}^{(n)}\right\|_{q}$ with $\mathscr{Z}^{(n)} \sim \mathbf{U}_{n, p}$ and $p, q \in[1, \infty), p \neq q$, is shown in [108, Proposition 2.4, Proof of Theorem 3.2], since $\operatorname{vol}_{n}\left(\mathbb{D}_{p}^{n} \cap t \mathbb{D}_{q}^{n}\right)$ can be written as

$$
\begin{aligned}
\operatorname{vol}_{n}\left(\mathbb{D}_{p}^{n} \cap t \mathbb{D}_{q}^{n}\right) & =\operatorname{vol}_{n}\left(\left\{z \in \mathbb{D}_{p}^{n}: z \in t_{n} \frac{A_{p, q}}{A_{n, p, q}} \mathbb{D}_{q}^{n}\right\}\right) \\
& =\operatorname{vol}_{n}\left(\left\{z \in \mathbb{D}_{p}^{n}: z \in t_{n} A_{p, q} m_{p, q} \frac{c_{n, q}}{c_{n, p}} \mathbb{D}_{q}^{n}\right\}\right)
\end{aligned}
$$

$$
\begin{align*}
& =\operatorname{vol}_{n}\left(\left\{z \in \operatorname{vol}_{n}\left(\mathbb{B}_{p}^{n}\right)^{-1 / n} \mathbb{B}_{p}^{n}: z \in t_{n} A_{p, q} m_{p, q} n^{1 / q-1 / p} \operatorname{vol}_{n}\left(\mathbb{B}_{p}^{n}\right)^{-1 / n} \mathbb{B}_{q}^{n}\right\}\right) \\
& =\operatorname{vol}_{n}\left(\mathbb{B}_{p}^{n}\right)^{-1} \operatorname{vol}_{n}\left(\left\{z \in \mathbb{B}_{p}^{n}: z \in t_{n} A_{p, q} m_{p, q} n^{1 / q-1 / p} \mathbb{B}_{q}^{n}\right\}\right) \\
& =\mathbb{P}\left(n^{1 / p-1 / q}\left\|\mathscr{L}^{(n)}\right\|_{q} \leq t_{n} A_{p, q} m_{p, q}\right) . \tag{5.22}
\end{align*}
$$

However, we know from the Berry-Esseen Theorem (see [114, Theorem 2.1.3]) that the error of the Gaussian approximation given by a central limit theorem decreases with rate $n^{-1 / 2}$. Thus, using (5.22) and the central limit theorem from [108], we can only infer a rate of convergence of $n^{-1 / 2}$ in (5.21). The LDP for $q$-norms from Proposition 5.2.5 already takes this from a sublinear rate to an exponential rate. This can then be improved upon for $1 \leq q<p<\infty$ by using Theorem 5.2.12, yielding a more precise result that also allows to derive concrete estimates of this intersection volume, due to its asymptotic sharpness.

Proposition 5.2.15 Let $1 \leq q<p<\infty$ and $n \in \mathbb{N}$. Using the notation established above, for $t>m_{p, q} c_{n, p, q}^{-1}$ such that $\left(t c_{n, p, q}\right)^{*} \in \operatorname{Dom}\left(\Lambda_{p}^{*}\right)$, and sufficiently large $n \in \mathbb{N}$ it then holds that

$$
\operatorname{vol}_{n}\left(\mathbb{D}_{p}^{n} \cap t \mathbb{D}_{q}^{n}\right)=1-\frac{1}{\sqrt{2 \pi n} \gamma\left(t c_{n, p, q}\right)} e^{\left.-n \Lambda_{p}^{*}\left(t c_{n, p, q}\right)^{*}\right)}(1+o(1)) .
$$

Proof. Let $1 \leq q<p<\infty$ and $t>m_{p, q} c_{n, p, q}^{-1}$ such that $\left(t c_{n, p, q}\right)^{*} \in \operatorname{Dom}\left(\Lambda_{p}^{*}\right)$. Further, assume $\mathscr{Z}^{(n)}$ is a random vector in $\mathbb{B}_{p}^{n}$ with $\mathscr{Z}^{(n)} \sim \mathbf{U}_{n, p}$. Using (5.22), we get that

$$
\begin{aligned}
\operatorname{vol}_{n}\left(\mathbb{D}_{p}^{n} \cap t \mathbb{D}_{q}^{n}\right) & =\mathbb{P}\left(n^{1 / p-1 / q}\left\|\mathscr{Z}^{(n)}\right\|_{q} \leq t_{n} A_{p, q} m_{p, q}\right) \\
& =1-\mathbb{P}\left(n^{1 / p-1 / q}\left\|\mathscr{X}^{(n)}\right\|_{q}>t_{n} A_{p, q} m_{p, q}\right) .
\end{aligned}
$$

It now holds, by $t>m_{p, q} c_{n, p, q}^{-1}$, that we have $t m_{p, q}^{-1} c_{n, p, q}=t A_{n, p, q}=t_{n} A_{p, q}>1$, and hence $t c_{n, p, q}=t_{n} A_{p, q} m_{p, q}>m_{p, q}$ with $\left(t c_{n, p, q}\right)^{*} \in \operatorname{Dom}\left(\Lambda_{p}^{*}\right)$. Thus, by Theorem 5.2.12, it follows that

$$
\operatorname{vol}_{n}\left(\mathbb{D}_{p}^{n} \cap t \mathbb{D}_{q}^{n}\right)=1-\frac{1}{\sqrt{2 \pi n} \gamma\left(t c_{n, p, q}\right)} e^{\left.-n \Lambda_{p}^{*}\left(t c_{n, p, q}\right)^{*}\right)}(1+o(1)),
$$

which finishes the proof.

### 5.2.5 Application 2: One-dimensional projections of $\ell_{q}^{n}$-balls

In Remark 5.2 .14 we have already discussed the differences between the setting of the results of Liao and Ramanan [85] and the setting of this section. However, a geometrically similar result to those in [85] follows from Theorem 5.2.11. In [61, Section 2.4] Kabluchko, Prochno, and Thäle derived a central limit theorem for the the length of the projection of an $\ell_{p}^{n}$-ball onto the line spanned by a random vector $\theta^{(n)} \in \mathbb{S}^{n-1}$ with $\theta^{(n)} \sim \mathbf{C}_{n, 2}$ as a corollary of their main results. We will proceed similarly and derive sharp large deviation results in the same setting. To be specific, in [85] sharp asymptotics where provided for the scalar product of a random vector $Z^{(n)} \sim \mathbf{C}_{n, p}$ on $\mathbb{S}_{p}^{n-1}$ with a vector $\theta^{(n)} \in \mathbb{S}^{n-1}$, which can be negative. We, on the other hand, consider the absolute value of the scalar product of such random vectors. Additionally, in [85] the vector $\theta^{(n)} \in \mathbb{S}_{p}^{n-1}$ is fixed instead of chosen randomly.

In the following define for $q \in[1, \infty]$ its conjugate $q^{*}$ via $\frac{1}{q}+\frac{1}{q^{*}}=1$, setting $\frac{1}{\infty}=0$ by convention. Furthermore, for a direction $\theta^{(n)} \in \mathbb{S}^{n-1}$, we write $P_{\theta^{(n)}} \mathbb{B}_{q}^{n}$ for the projection of $\mathbb{B}_{q}^{n}$ onto the line spanned by $\theta^{(n)}$. Then, our quantity of interest is the projection length $\operatorname{vol}_{1}\left(P_{\theta^{(n)}} \mathbb{B}_{q}^{n}\right)$ for some random direction $\theta^{(n)} \sim \mathbf{C}_{n, 2}$.

Corollary 5.2.16 Let $2<q \leq \infty$ and $\theta^{(n)} \in \mathbb{S}^{n-1}$ be a random vector with $\theta^{(n)} \sim$ $\mathbf{C}_{n, 2}$. Then, for any $z>2 m_{2, q^{*}}$ such that $\left(\frac{z}{2}\right)^{*} \in \operatorname{Dom}\left(\Lambda_{p}^{*}\right)$, and sufficiently large $n \in \mathbb{N}$, it holds that

$$
\mathbb{P}\left(n^{1 / 2-1 / q} \operatorname{vol}_{1}\left(P_{\theta^{(n)}} \mathbb{B}_{q}^{n}\right)>z\right)=\frac{1}{\sqrt{2 \pi n} \kappa\left(\frac{z}{2}\right) \xi\left(\frac{z}{2}\right)} e^{-n \Lambda_{2}^{*}\left(\left(\frac{z}{2}\right)^{*}\right)}(1+o(1))
$$

with $\Lambda_{2}$ as in (5.8) and $\xi, \kappa$ as in (5.18), (5.19), respectively, defined for $q^{*}$ and $p=2$.
Proof. It holds that

$$
\begin{aligned}
\mathbb{P}\left(n^{1 / 2-1 / q} \operatorname{vol}_{1}\left(P_{\theta^{(n)}} \mathbb{B}_{q}^{n}\right)>z\right) & =\mathbb{P}\left(n^{1 / 2-1 / q} 2 \sup _{x \in \mathbb{B}_{q}^{n}}\left|\left\langle x, \theta^{(n)}\right\rangle\right|>z\right) \\
& =\mathbb{P}\left(n^{1 / 2-1 / q}\left\|\theta^{(n)}\right\|_{q^{*}}>\frac{z}{2}\right)
\end{aligned}
$$

Since $2<q \leq \infty$, we have $1 \leq q^{*}<2=p$, whereby we can apply Theorem 5.2.11 to get that

$$
\mathbb{P}\left(n^{1 / 2-1 / q} \operatorname{vol}_{1}\left(P_{\theta^{(n)}} \mathbb{B}_{q}^{n}\right)>z\right)=\frac{1}{\sqrt{2 \pi n} \kappa\left(\frac{z}{2}\right) \xi\left(\frac{z}{2}\right)} e^{-n \Lambda_{2}^{*}\left(\left(\frac{z}{2}\right)^{*}\right)}(1+o(1))
$$

with $\Lambda_{2}, \xi, \kappa$ as described above, which concludes the proof.

### 5.2.6 Probabilistic representations for $q$-norms of $\ell_{p}^{n}$-balls

The first step in proving Theorem 5.2.11 and Theorem 5.2 .12 will be rewriting the target probabilities in both theorems with respect to convenient probabilistic representations. Recalling the definitions of the random vectors $V^{(n)}$ and $\mathscr{V}^{(n)}$ from (5.6) and (5.7), we define

$$
\begin{equation*}
S^{(n)}:=\frac{1}{n} \sum_{i=1}^{n} V_{i}^{(n)} \quad \text { and } \quad \mathcal{S}^{(n)}:=\frac{1}{n} \sum_{i=1}^{n} \mathscr{V}_{i}^{(n)} \tag{5.23}
\end{equation*}
$$

as the empirical averages of their respective coordinates. Furthermore, for $z>m_{p, q}$ we define the sets

$$
D_{z}:=\left\{\left(t_{1}, t_{2}\right) \in \mathbb{R}^{2}: t_{1}, t_{2}>0, t_{1}^{1 / q} t_{2}^{-1 / p}>z\right\},
$$

and

$$
\mathscr{D}_{z}:=\left\{\left(t_{1}, t_{2}, t_{3}\right) \in \mathbb{R}^{3}: t_{1}, t_{2}>0, t_{3} \in(0,1], t_{3} t_{1}^{1 / q} t_{2}^{-1 / p}>z\right\} .
$$

It then follows from the reformulations of $\left\|Z^{(n)}\right\|_{q}$ and $\left\|\mathscr{Z}^{(n)}\right\|_{q}$ in (5.3) and (5.4) that we can write the probabilities within Theorem 5.2.11 and Theorem 5.2.12 with respect to $S^{(n)}$ and $\mathcal{S}^{(n)}$, respectively, as

$$
\begin{aligned}
\mathbb{P}\left(n^{1 / p-1 / q}\left\|Z^{(n)}\right\|_{q}>z\right) & =\mathbb{P}\left(\frac{1}{n} \sum_{i=1}^{n}\left|Y_{i}^{(n)}\right|^{q}>z^{q}\left(\frac{1}{n} \sum_{i=1}^{n}\left|Y_{i}^{(n)}\right|^{p}\right)^{q / p}\right) \\
& =\mathbb{P}\left(S^{(n)} \in D_{z}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\mathbb{P}\left(n^{1 / p-1 / q}\left\|\mathscr{Z}^{(n)}\right\|_{q}>z\right) & =\mathbb{P}\left(U^{q / n} \frac{1}{n} \sum_{i=1}^{n}\left|Y_{i}^{(n)}\right|^{q}>z^{q}\left(\frac{1}{n} \sum_{i=1}^{n}\left|Y_{i}^{(n)}\right|^{p}\right)^{q / p}\right) \\
& =\mathbb{P}\left(\mathcal{S}^{(n)} \in \mathscr{D}_{z}\right)
\end{aligned}
$$

We refer to these sets $D_{z}$ and $\mathscr{D}_{z}$ as "deviation areas", since $S^{(n)}$ and $\mathcal{S}^{(n)}$ lying in $D_{z}$ and $\mathscr{D}_{z}$, respectively, represent a deviation of $\left\|Z^{(n)}\right\|_{q}$ and $\left\|\mathscr{L}^{(n)}\right\|_{q}$ of size $z$. The idea will then be to write the target deviation probabilities as an integral of the densities of $S^{(n)}$ and $\mathcal{S}^{(n)}$ over the deviation areas $D_{z}$ and $\mathscr{D}_{z}$.

Remark 5.2.17 Note that the boundaries of the deviation areas

$$
\begin{equation*}
\partial D_{z}=\left\{\left(t_{1}, t_{2}\right) \in \mathbb{R}^{2}: t_{1}, t_{2}>0, t_{1}^{1 / q} t_{2}^{-1 / p}=z\right\} \tag{5.24}
\end{equation*}
$$

and

$$
\partial \mathscr{D}_{z}=\left\{\left(t_{1}, t_{2}, t_{3}\right) \in \mathbb{R}^{3}: t_{1}, t_{2}>0, t_{3} \in(0,1], t_{3} t_{1}^{1 / q} t_{2}^{-1 / p}=z\right\}
$$

are the same sets given by the infimum conditions in the respective LDPs for $\|Z\|$ and $\|\mathscr{Z}\|$ in Proposition 5.2.2 and Proposition 5.2.5. As mentioned in Remark 5.2.3, the structure of the functional one considers - the $q$-norm of a random vector from $\mathbb{B}_{p}^{n}$ in our setting - has a direct influence on an LDP via the infimum operator from the contraction principle. In the realm of sharp large deviations this influence is still there, however, it is quite a bit more subtle, as it originates from the geometric shape of the deviation area. Indeed, as we will see in the proofs of Theorem 5.2.11 and Theorem 5.2.12, these shapes actually do have an influence on the sharp large deviation behaviours, specifically via the prefactor functions.

The fact that for $z>m_{p, q}$ the rate functions of the LDPs for $\|Z\|$ and $\|\mathscr{Z}\|$ in Proposition 5.2.2 and Proposition 5.2.5 both assume a unique minimum on $\partial D_{z}$ and $\partial \mathscr{D}_{z}$, respectively, as was shown in Lemma 5.2.4 and Lemma 5.2.6, will be essential to the proof of Theorem 5.2.11 and Theorem 5.2.12 in Section 5.2.8 and Section 5.2.9. We can expand this unique infimum property onto the entirety of $\overline{D_{z}}$ and $\overline{\mathscr{D}_{z}}$, as the following lemma will show:

Lemma 5.2.18 Assume the same set-up as in Lemma 5.2.4 and Lemma 5.2.6. Let $z>m_{p, q}$ such that $z^{*} \in \operatorname{Dom}\left(\Lambda_{p}^{*}\right)$. Then
i) $z^{*}=\left(z^{q}, 1\right)$ is the unique point at which $\Lambda_{p}^{*}$ attains its infimum on $\overline{D_{z}}$,
ii) $z^{* *}=\left(z^{q}, 1,1\right)$ is the unique point at which $\mathcal{I}_{\mathcal{S}}$ attains its infimum on $\overline{\mathscr{D}_{z}}$.

Proof. We start off by showing $i$ ). Let $t \in \mathbb{R}^{2}$ such that $t \in D_{z}^{\circ}$, which means that $t_{1}^{1 / q} t_{2}^{-1 / p}>z$. We assume $t \in \operatorname{Dom}\left(\Lambda_{p}^{*}\right)$, as otherwise it trivially holds that $\Lambda_{p}^{*}\left(z^{q}, 1\right)<$ $\Lambda_{p}^{*}\left(t_{1}, t_{2}\right)=\infty$. We then have that $t \in \partial D_{\tilde{z}}$ for $\tilde{z}:=t_{1}^{1 / q} t_{2}^{-1 / p}$, and thus, by Lemma 5.2.4, $\Lambda_{p}^{*}\left(t_{1}, t_{2}\right)>\Lambda_{p}^{*}\left(\tilde{z}^{q}, 1\right)=\mathcal{I}_{\|Z\|}(\tilde{z})$. We know by Lemma 2.2 .1 that $\Lambda_{p}^{*}$ is strictly convex on $\operatorname{Dom}\left(\Lambda_{p}^{*}\right)$ with a unique root in the limit expectation $\left(m_{p, q}^{q}, 1\right)$ of the $V_{i}^{(n)}$. Thus follows the strict convexity of $\mathcal{I}_{\|Z\|}(z)=\Lambda_{p}^{*}\left(z^{*}\right)$ in $z$ on $\operatorname{Dom}\left(\Lambda_{p}^{*}\right)$ with a unique root in $m_{p, q}$. Hence we know that $\mathcal{I}_{\|Z\|}(z)$ is strictly increasing in $z$ for $z>m_{p, q}$, and as $\tilde{z}>z>m_{p, q}$, it follows that

$$
\Lambda_{p}^{*}\left(t_{1}, t_{2}\right)>\Lambda_{p}\left(\tilde{z}^{q}, 1\right)=\mathcal{I}_{\|Z\|}(\tilde{z})>\mathcal{I}_{\|Z\|}(z)=\Lambda_{p}^{*}\left(z^{q}, 1\right)=\Lambda_{p}^{*}\left(z^{*}\right)
$$

showing that $z^{*}=\left(z^{q}, 1\right)$ minimizes $\Lambda_{p}^{*}$ over $\overline{D_{z}}$. The proof of ii) is analogous, also using the strict monotonicity of the rate function.

Suppose that the distributions of $S^{(n)}$ and $\mathcal{S}^{(n)}$ have respective densities $h^{(n)}$ and $h^{(n)}$. Then we can formulate our probabilities of interest as

$$
\begin{equation*}
\mathbb{P}\left(n^{1 / p-1 / q}\left\|Z^{(n)}\right\|_{q}>z\right)=\mathbb{P}\left(S^{(n)} \in D_{z}\right)=\int_{D_{z}} h^{(n)}(x) \mathrm{d} x \tag{5.25}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{P}\left(n^{1 / p-1 / q}\left\|\mathscr{Z}^{(n)}\right\|_{q}>z\right)=\mathbb{P}\left(\mathcal{S}^{(n)} \in \mathscr{D}_{z}\right)=\int_{\mathscr{D}_{z}} h^{(n)}(x) \mathrm{d} x \tag{5.26}
\end{equation*}
$$

In the following section we will show the existence of these densities $h^{(n)}$ and $h^{(n)}$ and present asymptotic estimates for them, while Section 5.2.8 and Section 5.2.9 will then approximate the above integrals over the respective deviation areas $D_{z}$ and $\mathscr{D}_{z}$.

### 5.2.7 Asymptotic density estimate for $q$-norms of $\ell_{p}^{n}$-balls

The second step in proving Theorem 5.2.11 and Theorem 5.2.12 is giving local density approximations for the probabilistic representations $S^{(n)}$ and $\mathcal{S}^{(n)}$. Recalling the notation and definitions established in Section 5.2.1, we assume the same set-up as in Section 5.2.6 and formulate the following local limit theorems for the densities $h^{(n)}$ and $h^{(n)}$ of our probabilistic representations:

Proposition 5.2.19 For $S^{(n)}=\frac{1}{n} \sum_{i=1}^{n} V_{i}^{(n)}$ with $V_{i}^{(n)}=\left(\left|Y_{i}^{(n)}\right|^{q},\left|Y_{i}^{(n)}\right|^{p}\right), Y_{i}^{(n)} \sim \mathbf{N}_{p}$ i.i.d., and $x \in \operatorname{Dom}\left(\Lambda_{p}^{*}\right)$, it holds that for sufficiently large $n \in \mathbb{N}$ the distribution of $S^{(n)}$ has Lebesgue density

$$
h^{(n)}(x)=\frac{n}{2 \pi}\left(\operatorname{det} \mathfrak{H}_{x}\right)^{-1 / 2} e^{-n \Lambda_{p}^{*}(x)}(1+o(1)),
$$

where $\mathfrak{H}_{x}:=\mathcal{H}_{\tau} \Lambda_{p}(\tau(x))$ as in (5.10).

For the proof of this we proceed along the lines of Borovkov and Rogozin [17] - or rather their convenient reformulation in [7, Theorem 3.1] and subsequent proof. Therein, a local density estimate is derived for a sum of i.i.d. random vectors in $\mathbb{R}^{d}$ via the saddle point method. As discussed in Section 5.1, this means one writes the density via the Fourier inversion theorem as a complex path integral of its Fourier transform and then uses Cauchy's theorem to deform the path of integration, such that it passes through a complex saddle point. For sufficiently large $n \in \mathbb{N}$, the mass of the integral then heavily concentrates around that saddle point and standard integral expansion methods can be used to great effect.

Naturally, this requires the conditions of the Fourier inversion theorem to be met, that is, the Fourier transform of the density has to be integrable. In [7, Theorem 3.1] this follows from the assumption that all the i.i.d. random vectors have a common bounded density, though it is noted in [7, Remark 3.2], that this can be replaced by any argument ensuring that the Fourier inversion theorem can be applied.

In the setting of this chapter (and the case of $\ell_{p}^{n}$-spheres) the i.i.d. vectors are given by the

$$
V_{i}^{(n)}:=\left(\left|Y_{i}^{(n)}\right|^{q},\left|Y_{i}^{(n)}\right|^{p}\right) \in \mathbb{R}^{2}
$$

whose coordinates are highly dependent and who lie on the curve

$$
\varpi_{p, q}:=\left\{y \in \mathbb{R}^{2}:\left|y_{2}\right|=\left|y_{1}\right|^{p / q}\right\} .
$$

Thus, such a non-degenerate density of the $V_{i}^{(n)}$ in $\mathbb{R}^{2}$ is not available. However, their Fourier transforms can be given explicitly. Additionally, while the coordinates of the $V_{i}^{(n)}$ are highly dependent, the different $V_{i}^{(n)}$ are i.i.d. and their sums do not lie on said curve, as one can see in Figure 5.1.


Figure 5.1: Empirical average $S^{(n)}$ (black) of $V_{1}^{(n)}$ (green), $V_{2}^{(n)}$ (red) for $n=2, q=1, p=3$ lying outside of the curve $\varpi_{p, q}$ (blue)

We will show that the empirical average of the $V_{i}^{(n)}$ does in fact have an integrable Fourier transform and thus its density can be written as an integral of this Fourier transform. We will show this using the underlying distribution $\mathbf{N}_{p}$ of the $Y_{i}^{(n)}$ and the Hausdorff-Young inequality [43, Proposition 2.2.16], as was done by Liao and Ramanan in [85, Lemma 6.1]. Heuristically speaking, this means that while the individual $V_{i}^{(n)}$ do not possess densities in $\mathbb{R}^{2}$, for $n \in \mathbb{N}$ sufficiently large their empirical average $S^{(n)}$ asymptotically does. Beyond that, the proof will follow along the lines of Borovkov and Rogozin [17, Theorem 2] as presented in [7], using the saddle point method (implicitly via an exponential tilting argument) to approximate the integral of the Fourier transform.

The first step is to calculate the density $g^{(n)}$ of

$$
G^{(n)}:=\sum_{i=1}^{n} V_{i}^{(n)}
$$

for $n>1$. As previously mentioned, due to the high dependence (even comonotonicity) of the coordinates of the $V_{i}^{(n)}$, the individual $V_{i}^{(n)}$ do not have a density in $\mathbb{R}^{2}$. But since the $Y_{i}^{(n)} \sim \mathbf{N}_{p}$ have sufficiently finite exponential moments for $1 \leq q<p<\infty$, both the moment and cumulant generating functions $\varphi_{p}$ and $\Lambda_{p}$ of the $V_{i}^{(n)}$ from (5.8) are finite in a neighbourhood of the origin. This can be used to show integrability of the Fourier transform of $G^{(n)}$. We will begin by showing this for two summands, that is, for $V_{j}^{(n)}+V_{k}^{(n)}, j \neq k$, in the following lemma in the spirit of [85, p.20, Claim].

Lemma 5.2.20 Let $x \in \operatorname{Dom}\left(\Lambda_{p}^{*}\right)$ and denote by $g_{j, k}^{(n)}$ the density of $V_{j}^{(n)}+V_{k}^{(n)}$, $j, k \in\{1, \ldots n\}, j \neq k$, as in (5.6). For general $\tau \in \operatorname{Dom}\left(\Lambda_{p}\right)$ consider the function $f_{\tau}: \mathbb{R}^{2} \rightarrow \mathbb{R}$ with $f_{\tau}(x):=e^{\langle\tau, x\rangle} g_{j, k}^{(n)}(x)$, where we suppress its dependence on other parameters such as $j, k$ in the notation. Then there exists an $s>1$ such that the Fourier transform of $f_{\tau(x)}$ is $L_{s}$-integrable, i.e., $\mathcal{F}\left(f_{\tau(x)}\right) \in L_{s}\left(\mathbb{R}^{2}\right)$.

Proof. Without loss of generality we chose $j=1, k=2$ for ease of notation. For $x \in \operatorname{Dom}\left(\Lambda_{p}^{*}\right)$ and general $\tau \in \operatorname{Dom}\left(\Lambda_{p}\right)$ consider the Fourier transform at some $t \in \mathbb{R}^{2}$ :

$$
\mathcal{F}\left(f_{\tau}\right)(t)=\int_{\mathbb{R}^{2}} e^{\langle\tau, x\rangle} g_{1,2}^{(n)}(x) e^{\langle i t, x\rangle} \mathrm{d} x=\int_{\mathbb{R}^{2}} e^{\langle\tau+i t, x\rangle} g_{1,2}^{(n)}(x) \mathrm{d} x=\mathbb{E}\left(e^{\left\langle\tau+i t, V_{1}^{(n)}+V_{2}^{(n)}\right\rangle}\right) .
$$

By the definition and the independence of the $V_{i}^{(n)}$ and the properties of the moment generating function we have

$$
\begin{aligned}
\mathcal{F}\left(f_{\tau}\right)(t) & =\mathbb{E}\left(e^{\left\langle\tau+i t, V_{1}^{(n)}\right\rangle}\right)^{2} \\
& =\mathbb{E}\left(e^{\left\langle\tau+i t,\left(\left|Y_{1}^{(n)}\right|^{q},\left|Y_{1}^{(n)}\right|^{p}\right)\right\rangle}\right)^{2} \\
& =\left(\int_{\mathbb{R}} e^{\left\langle\tau+i t,\left(\left|\left|\left.\right|^{q},|y|^{p}\right\rangle\right\rangle\right.\right.} f_{\mathbf{N}_{p}}(y) \mathrm{d} y\right)^{2}
\end{aligned}
$$

where the last equality yields that $\mathcal{F}\left(f_{\tau}\right)(t)=\varphi_{p}(\tau+i t)^{2}$ with $\varphi_{p}$ being the moment generating function of the $V_{i}^{(n)}$ as in (5.8) at the complex argument $\tau+i t$. Since this holds for any $\tau \in \operatorname{Dom}\left(\Lambda_{p}\right)$, for $\tau(x) \in \operatorname{Dom}\left(\Lambda_{p}\right)$ we have that

$$
\begin{equation*}
\mathcal{F}\left(f_{\tau(x)}\right)(t)=\varphi_{p}(\tau(x)+i t)^{2} \tag{5.27}
\end{equation*}
$$

By the Hausdorff-Young inequality [43, Proposition 2.2.16] we can show that there exists an $s>0$ such that $\mathcal{F}\left(f_{\tau}\right) \in L_{s}\left(\mathbb{R}^{2}\right)$ by showing instead that there exists an $r \in(0,1)$ such that $f_{\tau} \in L_{1+r}\left(\mathbb{R}^{2}\right)$ for general $\tau \in \operatorname{Dom}\left(\Lambda_{p}\right)$. We thus want to prove that for some $r \in(0,1)$

$$
\begin{equation*}
\int_{\mathbb{R}^{2}}\left|e^{\langle\tau, x\rangle} g_{1,2}^{(n)}(x)\right|^{1+r} \mathrm{~d} x<\infty . \tag{5.28}
\end{equation*}
$$

Since the density $g_{1,2}^{(n)}$ itself is unknown, we want to rewrite it as a transformation of the density of the $Y_{i}^{(n)}$ in the coordinates of $V_{1}^{(n)}$ and $V_{2}^{(n)}$, whose density $f_{\mathbf{N}_{p}}$ is known. It holds that

$$
\begin{equation*}
V_{1}^{(n)}+V_{2}^{(n)}=\left(\left|Y_{1}^{(n)}\right|^{q}+\left|Y_{2}^{(n)}\right|^{q},\left|Y_{1}^{(n)}\right|^{p}+\left|Y_{2}^{(n)}\right|^{p}\right)=: T\left(Y_{1}^{(n)}, Y_{2}^{(n)}\right) \tag{5.29}
\end{equation*}
$$

In order to make a transformation of densities argument, for a given $x \in \mathbb{R}_{+}^{2}$ we need to solve $x=T(y)$ for $y \in \mathbb{R}^{2}$. This means we are interested in the set

$$
\begin{equation*}
T^{-1}(x)=\left\{y \in \mathbb{R}^{2}:\left|y_{1}\right|^{q}+\left|y_{2}\right|^{q}=x_{1},\left|y_{1}\right|^{p}+\left|y_{2}\right|^{p}=x_{2}\right\} . \tag{5.30}
\end{equation*}
$$

If either of the $x_{1}, x_{2}$ is zero, either both are zero and $T^{-1}(x)=(0,0)$, or $T^{-1}(x)=\emptyset$ otherwise. As this only holds for a zero set of $x \in \mathbb{R}_{+}^{2}$, we assume $x_{1}>0, x_{2}>0$. It follows from (5.30) that $T^{-1}(x)$ is the intersection of two $\ell_{p}^{2}$-spheres of radius $x_{1}^{1 / q}$ and $x_{2}^{1 / p}$, respectively, which we will denote as $\mathbb{S}_{q}^{1}\left(x_{1}^{1 / q}\right)$ and $\mathbb{S}_{p}^{1}\left(x_{2}^{1 / p}\right)$. Therefore, we have

$$
T^{-1}(x)=\mathbb{S}_{q}^{1}\left(x_{1}^{1 / q}\right) \cap \mathbb{S}_{p}^{1}\left(x_{2}^{1 / p}\right)
$$

As one can see in Figure 5.2, the number of intersection points depends on the relative size of their radii $x_{1}^{1 / q}$ and $x_{2}^{1 / p}$. Since $q<p$ and $\mathbb{B}_{q}^{n} \subseteq \mathbb{B}_{p}^{n}$, there are no intersection points if $x_{1}^{1 / q}<x_{2}^{1 / p}$. The same holds if $x_{1}^{1 / q}>2^{1 / q-1 / p} x_{2}^{1 / p}$, yielding that $T^{-1}(x)$ is empty, hence we disregard both cases. If $x_{1}^{1 / q}=x_{2}^{1 / p}$ we have the canonical four intersection points of $\ell_{p}^{n}$-spheres on the coordinate axes scaled by their common radius, and if $x_{1}^{1 / q}=2^{1 / q-1 / p} x_{2}^{1 / p}$ we again have exactly four intersections at the points $2^{-1 / p} x_{2}^{1 / p}( \pm 1, \pm 1) \in \mathbb{R}^{2}$. However, the set of $x \in \mathbb{R}_{+}^{2}$ for which these equalities hold is merely a zero set with respect to the distribution of $V_{j}^{(n)}+V_{k}^{(n)}$, hence we disregard these cases as well. Hence, we only concentrate on $x_{1}^{1 / q} \in\left(x_{2}^{1 / p}, 2^{1 / q-1 / p} x_{2}^{1 / p}\right)$, which yields eight intersection points in $\mathbb{R}^{2}$, which we denote by

$$
\begin{equation*}
T^{-1}(x)^{(1)}=y^{(1)}, \ldots, T^{-1}(x)^{(8)}=y^{(8)} . \tag{5.31}
\end{equation*}
$$

Further, we write

$$
H_{p, q}:=\left\{x \in \mathbb{R}_{+}^{2}: x_{1}, x_{2}>0, x_{1}^{1 / q} \in\left(x_{2}^{1 / p}, 2^{1 / q-1 / p} x_{2}^{1 / p}\right)\right\}
$$



Figure 5.2: Intersection points (red) of $\mathbb{S}_{1}^{1}(r)$ (orange) and $\mathbb{S}_{2}^{1}(1)$ (blue) for different radii of $\mathbb{S}_{1}^{1}(r)$ with $r \in\{0.75,1,1.25, \sqrt{2}, 1.75\}$ (from left to right).

We use a version of the well-known change of variable argument for "many-to-one" transformation functions, i.e., locally bijective functions, from [54, Section 4.5, p. 151 ff .] which states the following: Let $Y_{1}, \ldots, Y_{n}$ be continuous real-valued random variables with joint density $\varphi\left(y_{1}, \ldots, y_{n}\right)$, and $\mathscr{A}:=\left\{y \in \mathbb{R}^{n}: \varphi(y)>0\right\}$, denoting $Y=$ $\left(Y_{1}, \ldots, Y_{n}\right)$. Further, let $X_{1}=T_{1}\left(Y_{1}, \ldots, Y_{n}\right), \ldots, X_{n}=T_{n}\left(Y_{1}, \ldots, Y_{n}\right)$ be real-valued transformations for which one can partition $\mathscr{A}$ (up to zero sets) into disjoint $A_{1}, \ldots, A_{k}$ such that $X=T(Y)=\left(T_{1}(Y), \ldots, T_{n}(Y)\right)$ is bijective on these sets. We denote these bijective components as $T_{\bullet, j}^{-1}: \mathbb{R}^{n} \rightarrow A_{j}$ with $T_{\bullet, j}^{-1}:=\left(T_{1, j}^{-1}, \ldots, T_{n, j}^{-1}\right)$, where $T_{i, j}^{-1}$ maps to the preimage of $T_{i}$ on $A_{j}$. Then the joint density of the $X_{1}, \ldots, X_{n}$ at some $x=\left(x_{1}, \ldots, x_{n}\right)$ is given by

$$
g(x)=\sum_{y \in \mathbb{R}^{n}: T(y)=x}\left|\operatorname{det}\left[J_{x} T^{-1}(x)\right]\right| \varphi(y)=\sum_{j=1}^{k}\left|\operatorname{det}\left[J_{x} T_{\bullet, j}^{-1}(x)\right]\right| \varphi\left(T_{\bullet, j}^{-1}(x)\right) .
$$

We apply this to the transformation $T$ of $\left(Y_{1}^{(n)}, Y_{2}^{(n)}\right)$ from (5.29) with $\mathscr{A}=\mathbb{R}^{2}$ and $A_{1}, \ldots, A_{8}$ chosen to be a partition of $\mathbb{R}^{2}$ up to zero sets such that $y^{(j)} \in A_{j}$ for all $j \in\{1, \ldots, 8\}$ with $y^{(j)}$ as in (5.31). This yields that the density $g_{1,2}^{(n)}$ of $V_{1}^{(n)}+V_{2}^{(n)}$ at some $x \in \mathbb{R}_{+}^{2}$ is given by

$$
\begin{equation*}
g_{1,2}^{(n)}(x)=\left(\sum_{j=1}^{8}\left|\operatorname{det}\left[J_{x} T_{\bullet, j}^{-1}(x)\right]\right| f_{\mathbf{N}_{p}}\left(T_{1, j}^{-1}(x)\right) f_{\mathbf{N}_{p}}\left(T_{2, j}^{-1}(x)\right)\right) \mathbf{1}_{H_{p, q}}(x), \tag{5.32}
\end{equation*}
$$

with $T_{\bullet, j}^{-1}=\left(T_{1, j}^{-1}(x), T_{2, j}^{-1}(x)\right)$. Let us calculate the determinant of $J_{x} T_{\bullet, j}^{-1}(x)$ explicitly. First off, it holds that $T\left(y_{1}, y_{2}\right)=\left(\left|y_{1}\right|^{q}+\left|y_{2}\right|^{q},\left|y_{1}\right|^{p}+\left|y_{2}\right|^{p}\right)$ is continuously differentiable for any $1 \leq q<p<\infty$ outside of $(0,0)$ with

$$
J_{y} T(y)=\left(\begin{array}{cc}
\operatorname{sgn}\left(y_{1}\right) q\left|y_{1}\right|^{q-1} & \operatorname{sgn}\left(y_{2}\right) q\left|y_{2}\right|^{q-1} \\
\operatorname{sgn}\left(y_{1}\right) p\left|y_{1}\right|^{p-1} & \operatorname{sgn}\left(y_{2}\right) p\left|y_{2}\right|^{p-1}
\end{array}\right),
$$

with $\operatorname{sgn}(t)$ denoting the sign of $t \in \mathbb{R}$, and

$$
\begin{equation*}
\operatorname{det}\left[J_{y} T(y)\right]=\operatorname{sgn}\left(y_{1}\right) \operatorname{sgn}\left(y_{2}\right) q p\left(\left|y_{1}\right|^{q-1}\left|y_{2}\right|^{p-1}-\left|y_{1}\right|^{p-1}\left|y_{2}\right|^{q-1}\right) \tag{5.33}
\end{equation*}
$$

which is only zero for $\left|y_{1}\right|=\left|y_{2}\right|$. This case can be disregarded, however, since geometrically this would mean that $\mathbb{S}_{q}^{1}\left(x_{1}^{1 / q}\right)$ and $\mathbb{S}_{p}^{1}\left(x_{2}^{1 / p}\right)$ intersect at $2^{-1 / p} x_{2}^{1 / p}( \pm 1, \pm 1)$ and hence, $x_{1}^{1 / q}=2^{1 / q-1 / p} x_{2}^{1 / p}$, which we excluded, as we only consider $T(y)=x \in H_{p, q}$. Since $T$ is continuously differentiable with non-zero functional determinant at the points $y^{(1)}, \ldots, y^{(8)}$, the inverse function theorem yields that for all $j \in\{1, \ldots, 8\}$

$$
J_{x} T_{\bullet, j}^{-1}(x)=\left[J_{y} T\left(y^{(j)}\right)\right]^{-1},
$$

which, together with standard rules for determinants of square matrices, yields that

$$
\begin{equation*}
\operatorname{det}\left[J_{x} T_{\bullet, j}^{-1}(x)\right]=\operatorname{det}\left[\left[J_{y} T\left(y^{(j)}\right)\right]^{-1}\right]=\operatorname{det}\left[J_{y} T\left(y^{(j)}\right)\right]^{-1} . \tag{5.34}
\end{equation*}
$$

Further, it holds that

$$
\begin{aligned}
f_{\mathbf{N}_{p}}\left(T_{1, j}^{-1}(x)\right) f_{\mathbf{N}_{p}}\left(T_{2, j}^{-1}(x)\right) & =\left(2 p^{1 / p} \Gamma\left(1+\frac{1}{p}\right)\right)^{-2} e^{-\frac{1}{p}\left(T_{1, j}^{-1}(x)^{p}+T_{2, j}^{-1}(x)^{p}\right)} \\
& \left.=\left(2 p^{1 / p} \Gamma\left(1+\frac{1}{p}\right)\right)^{-2} e^{-\frac{1}{p}\left(T_{2}\left(T_{1, j}^{-1}(x), T_{2, j}^{-1}(x)\right)\right)}\right) \\
& =\left(2 p^{1 / p} \Gamma\left(1+\frac{1}{p}\right)\right)^{-2} e^{-\frac{1}{p} x_{2}}
\end{aligned}
$$

Setting $\eta_{p}:=2 p^{1 / p} \Gamma\left(1+\frac{1}{p}\right)$ and using the above, (5.32) yields

$$
g_{1,2}^{(n)}(x)=\eta_{p}^{-2}\left(\sum_{j=1}^{8}\left|\operatorname{det}\left[J_{x} T_{\bullet, j}^{-1}(x)\right]\right| e^{-\frac{1}{p} x_{2}}\right) \mathbf{1}_{H_{p, q}}(x)
$$

To finish the proof of Lemma 5.2.20, as stated in (5.28), we want to show that $g_{1,2}^{(n)}(x) \in L_{1+r}\left(\mathbb{R}^{2}\right)$ for some $r>0$. We thus consider

$$
\begin{aligned}
& \int_{\mathbb{R}^{2}}\left|e^{\langle\tau, x\rangle} g_{1,2}^{(n)}(x)\right|^{1+r} \mathrm{~d} x \\
= & \int_{\mathbb{R}^{2}}\left|e^{\langle\tau, x\rangle} \eta_{p}^{-2}\left(\sum_{j=1}^{8}\left|\operatorname{det}\left[J_{x} T_{\bullet, j}^{-1}(x)\right]\right| e^{-\frac{1}{p} x_{2}}\right) \mathbf{1}_{H_{p, q}}(x)\right|^{1+r} \mathrm{~d} x \\
= & \eta_{p}-2(1+r) \\
\mathbb{R}^{2} & \left|e^{\tau_{1} x_{1}+\frac{1}{p}\left(p \tau_{2}-1\right) x_{2}}\right|^{1+r}\left|\sum_{j=1}^{8} \operatorname{det}\left[J_{x} T_{\bullet, j}^{-1}(x)\right]\right|^{1+r} \mathbf{1}_{H_{p, q}}(x) \mathrm{d} x .
\end{aligned}
$$

Now it generally holds for $x_{1}, x_{2}>0$ and $r>0$ that $\left(x_{1}+x_{2}\right)^{1+r} \leq 2^{r}\left(x_{1}^{1+r}+x_{2}^{1+r}\right)$. Successively applying this for $x_{1}, \ldots, x_{k}>0$ yields

$$
\left(\sum_{i=1}^{k} x_{i}\right)^{1+r} \leq 2^{k r} \sum_{i=1}^{n} x_{i}^{1+r} .
$$

Since we know from (5.33) and (5.34) that $\left|\operatorname{det}\left[J_{x} T_{\bullet, j}^{-1}(x)\right]\right|>0$ for $x \in H_{p, q}$ and all $j \in\{1, \ldots, 8\}$, it follows from the above that

$$
\begin{aligned}
& \int_{\mathbb{R}^{2}}\left|e^{(\tau, x)} g_{1,2}^{(n)}(x)\right|^{1+r} \mathrm{~d} x \\
\leq & 2^{8 r} \eta_{p}^{-2(1+r)} \int_{H_{p, q}}\left|e^{\tau_{1} x_{1}+\frac{1}{p}\left(p \tau_{2}-1\right) x_{2}}\right|^{1+r} \sum_{j=1}^{8}\left|\operatorname{det}\left[J_{x} T_{\bullet, j}^{-1}(x)\right]\right|^{1+r} \mathrm{~d} x \\
= & 2^{8 r} \eta_{p}{ }^{-2(1+r)} \sum_{j=1}^{8} \int_{H_{p, q}}\left|\operatorname{det}\left[J_{x} T_{\bullet, j}^{-1}(x)\right]\right|^{1+r} e^{(1+r)\left(\tau_{1} x_{1}+\frac{1}{p}\left(p \tau_{2}-1\right) x_{2}\right)} \mathrm{d} x .
\end{aligned}
$$

Moreover, using the change of variable argument in the other direction for each $T_{\bullet, j}^{-1}$, together with the fact that $T_{\bullet, j}^{-1}\left(H_{p, q}\right)=A_{j}$ by construction, and that for $y \in A_{j}$ with $T(y)=x$ it holds by (5.34) that

$$
\operatorname{det}\left[J_{x} T_{\bullet, j}^{-1}(x)\right] \varphi\left(T_{\bullet, j}^{-1}(x)\right)=\operatorname{det}\left[J_{y} T(y)\right]^{-1} \varphi(y),
$$

one can conclude by the partition property of the $A_{1}, \ldots, A_{8}$ that

$$
\begin{aligned}
& \sum_{j=1}^{8} \int_{H_{p, q}}\left|\operatorname{det}\left[J_{x} T_{\bullet, j}^{-1}(x)\right]\right|^{1+r} e^{(1+r)\left(\tau_{1} x_{1}+\frac{1}{p}\left(p \tau_{2}-1\right) x_{2}\right)} \mathrm{d} x \\
= & \sum_{j=1}^{8} \int_{A_{j}}\left|\operatorname{det}\left[J_{y} T(y)\right]\right|^{-r} e^{(1+r)\left(\tau_{1}\left(\left|y_{1}\right|^{q}+\left|y_{2}\right|^{q}\right)+\frac{1}{p}\left(p \tau_{2}-1\right)\left(\left|y_{1}\right|^{p}+\left|y_{2}\right|^{p}\right)\right)} \mathrm{d} y \\
= & \int_{\mathbb{R}^{2}}\left|\operatorname{det}\left[J_{y} T(y)\right]\right|^{-r} e^{(1+r)\left(\tau_{1}\left(\left|y_{1}\right|^{q}+\left|y_{2}\right|^{q}\right)+\frac{1}{p}\left(p \tau_{2}-1\right)\left(\left|y_{1}\right|^{p}+\left|y_{2}\right|^{p}\right)\right)} \mathrm{d} y \\
= & \int_{\mathbb{R}^{2}}\left(q p\left|\left(\left|y_{1}\right|^{q-1}\left|y_{2}\right|^{p-1}-\left|y_{1}\right|^{p-1}\left|y_{2}\right|^{q-1}\right)\right|\right)^{-r} e^{(1+r)\left(\tau_{1}\left(\left|y_{1}\right|^{q}+\left|y_{2}\right|^{q}\right)+\frac{1}{p}\left(p \tau_{2}-1\right)\left(\left|y_{1}\right|^{p}+\left|y_{2}\right|^{p}\right)\right)} \mathrm{d} y,
\end{aligned}
$$

where the last equality is due to (5.33). For a neighbourhood of the origin $B \subset \mathbb{R}^{2}$ we can split up the above integral on $B$ and its complement $B^{c}$ as

$$
\begin{align*}
& \int_{B}\left(q p\left|\left(\left|y_{1}\right|^{q-1}\left|y_{2}\right|^{p-1}-\left|y_{1}\right|^{p-1}\left|y_{2}\right|^{q-1}\right)\right|\right)^{-r} e^{(1+r)\left(\tau_{1}\left(\left|y_{1}\right|^{q}+\left|y_{2}\right|^{q}\right)+\frac{1}{p}\left(p \tau_{2}-1\right)\left(\left|y_{1}\right|^{p}+\left|y_{2}\right|^{p}\right)\right)} \mathrm{d} y \\
+ & \int_{B^{c}}\left(q p\left|\left(\left|y_{1}\right|^{q-1}\left|y_{2}\right|^{p-1}-\left|y_{1}\right|^{p-1}\left|y_{2}\right|^{q-1}\right)\right|\right)^{-r} e^{(1+r)\left(\tau_{1}\left(\left|y_{1}\right|^{q}+\left|y_{2}\right|^{q}\right)+\frac{1}{p}\left(p \tau_{2}-1\right)\left(\left|y_{1}\right|^{p}+\left|y_{2}\right|^{p}\right)\right)} \mathrm{d} y . \tag{5.35}
\end{align*}
$$

Since $\tau \in \operatorname{Dom}\left(\Lambda_{p}\right)=\mathbb{R} \times\left(-\infty, \frac{1}{p}\right)$, it holds for any $r>0$ that

$$
e^{\left(\tau_{1}\left(\left|y_{1}\right|^{q}+\left|y_{2}\right|^{q}\right)+\frac{1}{p}\left(p \tau_{2}-1\right)\left(\left|y_{1}\right|^{p}+\left|y_{2}\right|^{p}\right)\right)} \in L_{r}\left(\mathbb{R}^{2}\right) .
$$

For the first integral in (5.35) we can find a sufficiently small $r_{1} \in(0,1)$ such that

$$
\left(q p\left|\left(\left|y_{1}\right|^{q-1}\left|y_{2}\right|^{p-1}-\left|y_{1}\right|^{p-1}\left|y_{2}\right|^{q-1}\right)\right|\right)^{-1} \in L_{r_{1}}(B)
$$

Hence, for $r=r_{1}$ both factors in the first integral term in (5.35) are in $L_{1}(B)$, and since $B$ is bounded it follows via Hölders inequality that their product also lies in $L_{1}(B)$, i.e., the first integral is finite. For the second integral expression, we can find a sufficiently large $r_{2}>1$ such that

$$
\left(q p\left(\left|y_{1}\right|^{q-1}\left|y_{2}\right|^{p-1}-\left|y_{1}\right|^{p-1}\left|y_{2}\right|^{q-1}\right)\right)^{-1} \in L_{r_{2}}\left(B^{c}\right)
$$

Hence, for $r_{3}:=\frac{r_{2}}{r_{1}}>1$ it follows that

$$
\left(q p\left(\left|y_{1}\right|^{q-1}\left|y_{2}\right|^{p-1}-\left|y_{1}\right|^{p-1}\left|y_{2}\right|^{q-1}\right)\right)^{-r_{1}} \in L_{r_{3}}\left(B^{c}\right)
$$

Lastly, for $r_{3}^{*}>1$ such that $\frac{1}{r_{3}}+\frac{1}{r_{3}^{*}}=1$ we know that

$$
e^{\left(1+r_{1}\right)\left(\tau_{1}\left(\left|y_{1}\right|^{q}+\left|y_{2}\right|^{q}\right)+\frac{1}{p}\left(p \tau_{2}-1\right)\left(\left|y_{1}\right|^{p}+\left|y_{2}\right|^{p}\right)\right)} \in L_{r_{3}^{*}}\left(B^{c}\right),
$$

thus, by again applying Hölders inequality, we get that the product of the two functions lies in $L_{1}\left(B^{c}\right)$, and thereby the second integral term in (5.35) is also finite. Overall, we have shown that for sufficiently small $r=r_{1} \in(0,1)$

$$
\begin{aligned}
\int_{\mathbb{R}^{2}}\left|f_{\tau}(x)\right|^{1+r} \mathrm{~d} x & =\int_{\mathbb{R}^{2}}\left|e^{\langle\tau, x\rangle} g_{1,2}^{(n)}(x)\right|^{1+r} \mathrm{~d} x \\
\leq & 2^{8 r} \eta_{p}^{-2(1+r)} \sum_{j=1}^{8} \int_{H_{p, q}} \operatorname{det}\left[J_{x} T_{\bullet, j}^{-1}(x)\right]^{1+r} e^{(1+r)\left(\tau_{1} x_{1}+\frac{1}{p}\left(p \tau_{2}-1\right) x_{2}\right)} \mathrm{d} x \\
= & 2^{8 r} \eta_{p}^{-2(1+r)} \int_{\mathbb{R}^{2}}\left(q p\left|\left(\left|y_{1}\right|^{q-1}\left|y_{2}\right|^{p-1}-\left|y_{1}\right|^{p-1}\left|y_{2}\right|^{q-1}\right)\right|\right)^{-r} \\
& \quad \times e^{(1+r)\left(\tau_{1}\left(\left|y_{1}\right|^{q}+\left|y_{2}\right|^{q}\right)+\frac{1}{p}\left(p \tau_{2}-1\right)\left(\left|y_{1}\right|^{p}+\left|y_{2}\right|^{p}\right)\right)} \mathrm{d} y \\
< & \infty .
\end{aligned}
$$

By the same arguments, one can also infer $f_{\tau}(x) \in L_{1+\tilde{r}}$ for any $\tilde{r} \in\left(0, r_{1}\right)$. As stated previously, by the Hausdorff-Young inequality [43, Proposition 2.2.16] we can hence conclude for $\tau=\tau(x) \in \operatorname{Dom}\left(\Lambda_{p}\right)$ that there exists an $s \in\left(\frac{1+r}{r}, \infty\right)$ such that $\mathcal{F}\left(f_{\tau(x)}\right) \in L_{s}\left(\mathbb{R}^{2}\right)$, which proves Lemma 5.2.20.

By (5.27) and Lemma 5.2.20 it follows that there exists an $s>1$ such that

$$
\begin{equation*}
\varphi_{p}(\tau(x)+i t) \in L_{s / 2}\left(\mathbb{R}^{2}\right) \tag{5.36}
\end{equation*}
$$

This will now be used to write the density $g^{(n)}$ of $\sum_{i=1}^{n} V_{i}^{(n)}$ via is Fourier transform, that is, to prove the following lemma.

Lemma 5.2.21 For $G^{(n)}=\sum_{i=1}^{n} V_{i}^{(n)}$ with $V_{i}^{(n)}:=\left(\left|Y_{i}^{(n)}\right|^{q},\left|Y_{i}^{(n)}\right|^{p}\right), Y_{i}^{(n)} \sim \mathbf{N}_{p}$ i.i.d., $x \in \operatorname{Dom}\left(\Lambda_{p}^{*}\right)$, and sufficiently large $n \in \mathbb{N}$, it holds that the distribution of $\sum_{i=1}^{n} V_{i}^{(n)}$ has Lebesgue density

$$
g^{(n)}(x)=\left(\frac{1}{2 \pi}\right)^{2} e^{-\langle\tau(x), x\rangle} \int_{\mathbb{R}^{2}} e^{-\langle i t, x\rangle}\left(\varphi_{p}(\tau(x)+i t)\right)^{n} \mathrm{~d} t .
$$

Proof. For $x \in \operatorname{Dom}\left(\Lambda_{p}^{*}\right)$ and general $\tau \in \operatorname{Dom}\left(\Lambda_{p}\right)$ define $f_{\tau}: \mathbb{R}^{2} \rightarrow \mathbb{R}$ with $f_{\tau}(x):=$ $e^{\langle\tau, x\rangle} g^{(n)}(x)$ and proceed similar to the proof of Lemma 5.2 .20 by considering its Fourier transform at some $t \in \mathbb{R}^{2}$. The first goal is to show that $\mathcal{F}\left(f_{\tau(x)}\right) \in L_{1}\left(\mathbb{R}^{2}\right)$ to apply the Fourier inversion theorem. It holds that

$$
\mathcal{F}\left(f_{\tau}\right)(t)=\int_{\mathbb{R}^{2}} e^{\langle\tau, x\rangle} g^{(n)}(x) e^{\langle i t, x\rangle} \mathrm{d} x=\int_{\mathbb{R}^{2}} e^{\langle\tau+i t, x\rangle} g^{(n)}(x) \mathrm{d} x=\mathbb{E}\left(e^{\left\langle\tau+i t, \sum_{i=1}^{n} V_{i}^{(n)}\right\rangle}\right)
$$

Again, the independence of the $V_{i}^{(n)}$ and the properties of the moment generating function yield that

$$
\mathcal{F}\left(f_{\tau}\right)(t)=\mathbb{E}\left(e^{\left\langle\tau+i t,\left(\left|Y_{1}\right|^{q},\left|Y_{1}\right|^{p}\right)\right\rangle}\right)^{n}=\left(\int_{\mathbb{R}} e^{\left\langle\tau+i t,\left(|y|^{q},|y|^{p}\right\rangle\right\rangle} f_{\mathbf{N}_{p}}(y) \mathrm{d} y\right)^{n}=\varphi_{p}(\tau+i t)^{n}
$$

As seen previously, it follows from Lemma 5.2.20 that there exists an $s>1$ such that, as in (5.36), we have

$$
\varphi_{p}(\tau(x)+i t) \in L_{s / 2}\left(\mathbb{R}^{2}\right)
$$

For $n \in \mathbb{N}$ large enough such that $n>\frac{s}{2}$, it thus follows that

$$
\mathcal{F}\left(f_{\tau(x)}\right)(t)=\varphi_{p}(\tau(x)+i t)^{n} \in L_{1}\left(\mathbb{R}^{2}\right) .
$$

Applying the Fourier inversion theorem (cf. [110, Theorem 1.9]) to $f_{\tau}(x)=e^{\langle\tau, x\rangle} g^{(n)}(x)$ then yields

$$
e^{\langle\tau, x\rangle} g^{(n)}(x)=\left(\frac{1}{2 \pi}\right)^{2} \int_{\mathbb{R}^{2}} e^{-\langle i t, x\rangle} \mathcal{F}\left(f_{\tau}\right)(t) \mathrm{d} t=\left(\frac{1}{2 \pi}\right)^{2} \int_{\mathbb{R}^{2}} e^{-\langle i t, x\rangle}\left(\varphi_{p}(\tau+i t)\right)^{n} \mathrm{~d} t
$$

thus,

$$
g^{(n)}(x)=\left(\frac{1}{2 \pi}\right)^{2} e^{-\langle\tau, x\rangle} \int_{\mathbb{R}^{2}} e^{-\langle i t, x\rangle}\left(\varphi_{p}(\tau+i t)\right)^{n} \mathrm{~d} t
$$

Since the above holds for arbitrary $\tau \in \operatorname{Dom}\left(\Lambda_{p}\right)$, it also follows for $\tau(x) \in \operatorname{Dom}\left(\Lambda_{p}\right)$ that

$$
\begin{equation*}
g^{(n)}(x)=\left(\frac{1}{2 \pi}\right)^{2} e^{-\langle\tau(x), x\rangle} \int_{\mathbb{R}^{2}} e^{-\langle i t, x\rangle}\left(\varphi_{p}(\tau(x)+i t)\right)^{n} \mathrm{~d} t \tag{5.37}
\end{equation*}
$$

which proves the claim.
The exponential term $e^{\langle\tau, x\rangle}$ in the definition of $f_{\tau}$ and the specific choice of $\tau(x) \in$ $\operatorname{Dom}\left(\Lambda_{p}\right)$ in (5.37) were not necessary up to this point, but will be helpful to approximate the remaining integral term in the density. We will now expand the results of Lemma 5.2 .21 to yield a similar integral expression for the density $h^{(n)}$ of $S^{(n)}$ :

Proposition 5.2.22 For $S^{(n)}=\frac{1}{n} \sum_{i=1}^{n} V_{i}^{(n)}$ with $V_{i}^{(n)}:=\left(\left|Y_{i}^{(n)}\right|^{q},\left|Y_{i}^{(n)}\right|^{p}\right), Y_{i}^{(n)} \sim \mathbf{N}_{p}$ i.i.d., $x \in \operatorname{Dom}\left(\Lambda_{p}^{*}\right)$, and for $n \in \mathbb{N}$ large enough the distribution of $S^{(n)}$ has Lebesgue density

$$
h^{(n)}(x)=\left(\frac{n}{2 \pi}\right)^{2} e^{-n \Lambda_{p}^{*}(x)} \int_{\mathbb{R}^{2}} e^{-n\langle i t, x\rangle}\left(\frac{\varphi_{p}(\tau(x)+i t)}{\varphi_{p}(\tau(x))}\right)^{n} \mathrm{~d} t
$$

Proof. Setting $\phi: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ with $\phi(x)=\frac{1}{n} x$ such that $S^{(n)}=\phi\left(\sum_{i=1}^{n} V_{i}^{(n)}\right)$, yields

$$
h^{(n)}(x)=g^{(n)}\left(\phi^{-1}(x)\right)\left|\operatorname{det} \mathrm{J}_{x}\left(\phi^{-1}\right)\right|=g^{(n)}(n x) n^{2}
$$

Hence, Lemma 5.2.21 gives

$$
h^{(n)}(x)=\left(\frac{n}{2 \pi}\right)^{2} e^{-n\langle\tau(x), x\rangle} \int_{\mathbb{R}^{2}} e^{-n\langle i t, x\rangle}\left(\varphi_{p}(\tau(x)+i t)\right)^{n} \mathrm{~d} t
$$

Furthermore, note that by Lemma 2.2.1 (4) we have $\langle\tau(x), x\rangle=\Lambda_{p}^{*}(x)+\Lambda_{p}(\tau(x))$, and by definition (5.8) it holds that $e^{-\Lambda_{p}(\tau(x))}=\varphi_{p}(\tau(x))^{-1}$. Thus,

$$
\begin{aligned}
h^{(n)}(x) & =\left(\frac{n}{2 \pi}\right)^{2} e^{-n\left(\Lambda_{p}^{*}(x)+\Lambda_{p}(\tau(x))\right)} \int_{\mathbb{R}^{2}} e^{-n\langle i t, x\rangle}\left(\varphi_{p}(\tau(x)+i t)\right)^{n} \mathrm{~d} t \\
& =\left(\frac{n}{2 \pi}\right)^{2} e^{-n \Lambda_{p}^{*}(x)} \int_{\mathbb{R}^{2}} e^{-n\langle i t, x\rangle}\left(\frac{\varphi_{p}(\tau(x)+i t)}{\varphi_{p}(\tau(x))}\right)^{n} \mathrm{~d} t,
\end{aligned}
$$

finishing the proof.

We denote the integral term in the above as

$$
\begin{equation*}
\mathcal{I}^{(n)}(x):=\int_{\mathbb{R}^{2}} e^{-n\langle i t, x\rangle}\left(\frac{\varphi_{p}(\tau(x)+i t)}{\varphi_{p}(\tau(x))}\right)^{n} \mathrm{~d} t \tag{5.38}
\end{equation*}
$$

The approximation of $\mathcal{I}^{(n)}(x)$ will be the content of the next result and the final step in the proof of the asymptotic density estimate in Proposition 5.2.19.

Lemma 5.2.23 Let $x \in \operatorname{Dom}\left(\Lambda_{p}^{*}\right)$ and $h^{(n)}$ be the density from Proposition 5.2.22 with integral coefficient $\mathcal{I}^{(n)}(x)$ as in (5.38). It then holds that

$$
\mathcal{I}^{(n)}(x)=\left(\frac{n}{2 \pi}\right)^{-1}\left(\operatorname{det} \mathfrak{H}_{x}\right)^{-1 / 2}(1+o(1))
$$

where $\mathfrak{H}_{x}:=\mathcal{H}_{\tau} \Lambda_{p}(\tau(x))$.

As one can see, Proposition 5.2.22 and Lemma 5.2.23 directly imply the asymptotic density estimate in Proposition 5.2.19.

We prove Lemma 5.2.23 via the saddle point method, whose basic idea was outlined in Section 5.1. Specifically, this will be done via what we have called an "implicit" application of the saddle point method in the form of exponential tilting. We will define a conveniently shifted and exponentially tilted distribution, such that the empirical average of random variables with that tilted distribution is centered, and has the integrand of $\mathcal{I}^{(n)}(x)$ as its Fourier transform. The integral over this distribution's Fourier transform then heavily concentrates around the origin and can therefore be efficiently approximated using standard techniques.

For general $\tau \in \operatorname{Dom}\left(\Lambda_{p}\right)$ and $n \in \mathbb{N}$, we define the probability measure on $\mathbb{R}$

$$
\begin{equation*}
\mathbf{N}_{p, \tau}:=e^{\left\langle\tau,\left(|y|^{q},|y|^{p}\right)\right\rangle-\Lambda_{p}(\tau)} \mathbf{N}_{p} \tag{5.39}
\end{equation*}
$$

which is $\mathbf{N}_{p}$ exponentially tilted with respect to $\tau \in \operatorname{Dom}\left(\Lambda_{p}\right)$. Accordingly, $\mathbf{N}_{p, \tau}$ has the density

$$
f_{\mathbf{N}_{p}, \tau}(y):=e^{\left\langle\tau,\left(|y|^{q},|y|^{p}\right)\right\rangle-\Lambda_{p}(\tau)} f_{\mathbf{N}_{p}}(y) .
$$

One can quickly check that this is indeed still a probability measure, since

$$
\int_{\mathbb{R}} \mathbf{N}_{p, \tau}(\mathrm{~d} y)=e^{-\Lambda_{p}(\tau)} \int_{\mathbb{R}} e^{\left\langle\tau,\left(|y|^{q},|y|^{p}\right)\right\rangle} f_{\mathbf{N}_{p}}(y) \mathrm{d} y=\varphi_{p}(\tau)^{-1} \varphi_{p}(\tau)=1 .
$$

## CHAPTER 5. SHARP LARGE DEVIATIONS ON $\ell_{p}^{n}$-BALLS

For $x \in \operatorname{Dom}\left(\Lambda_{p}^{*}\right)$ we define the i.i.d. random vectors $\mathcal{V}_{1}^{(n)}, \ldots, \mathcal{V}_{n}^{(n)}$, with

$$
\mathcal{V}_{i}^{(n)}:=\left(\left|\mathcal{Y}_{i}^{(n)}\right|^{q},\left|\mathcal{Y}_{i}^{(n)}\right|^{p}\right), \quad \text { with } \quad \mathcal{Y}_{i}^{(n)} \sim \mathbf{N}_{p, \tau(x)}
$$

resulting in an exponentially tilted version of $V_{i}^{(n)}$. We also define the sums

$$
\begin{equation*}
\mathcal{G}^{(n)}:=\sum_{i=1}^{n}\left(\mathcal{V}_{i}^{(n)}-x\right) \quad \text { and } \quad \mathcal{S}^{(n)}:=\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left(\mathcal{V}_{i}^{(n)}-x\right) \tag{5.40}
\end{equation*}
$$

of the $\mathcal{V}_{i}^{(n)}$ shifted by $x$, denoting by $g_{x}^{(n)}$ the density of $\mathcal{G}^{(n)}$. We show two useful results for these auxiliary quantities.

Lemma 5.2.24 For $x \in \operatorname{Dom}\left(\Lambda_{p}^{*}\right)$ and $\mathcal{G}^{(n)}$ as defined in (5.40) it holds that

$$
\mathcal{F}\left(g_{x}^{(n)}\right)(t)=e^{-n\langle i t, x\rangle}\left(\frac{\varphi_{p}(\tau(x)+i t)}{\varphi_{p}(\tau(x))}\right)^{n}
$$

Proof. For $t \in \mathbb{R}^{2}$ it holds that

$$
\begin{aligned}
\mathcal{F}\left(g_{x}^{(n)}\right)(t) & =\int_{\mathbb{R}^{2}} e^{\langle i t, y\rangle} g_{x}^{(n)}(y) \mathrm{d} y \\
& =\mathbb{E}\left[e^{\left\langle i t, \mathcal{G}^{(n)}\right\rangle}\right] \\
& =\mathbb{E}\left[e^{\left\langle i t, \sum_{i=1}^{n}\left(\nu_{i}^{(n)}-x\right)\right\rangle}\right] \\
& =e^{-\langle i t, n x\rangle} \mathbb{E}\left[e^{\left\langle i t, \nu_{1}^{(n)}\right\rangle}\right]^{n} \\
& =e^{-\langle i t, n x\rangle}\left(\int_{\mathbb{R}} e^{\left\langle i t,\left(|y|^{q},|y|^{p}\right)^{p}\right\rangle} \mathbf{N}_{p, \tau(x)}(\mathrm{d} y)\right)^{n} \\
& =e^{-\langle i t, n x\rangle}\left(\int_{\mathbb{R}} e^{\left\langle i t,\left(|y|^{q},|y|^{p}\right)\right\rangle} e^{\left\langle\tau(x),\left(|y|^{q},|y|^{p}\right)\right\rangle-\Lambda_{p}(\tau(x))} f_{\mathbf{N}_{p}}(y) \mathrm{d} y\right)^{n} \\
& =e^{-\langle i t, n x\rangle} e^{-n \Lambda_{p}(\tau(x))}\left(\int_{\mathbb{R}} e^{\left.\left\langle\tau(x)+i t,\left(|y|^{q},|y|^{p}\right)\right\rangle\right\rangle} f_{\mathbf{N}_{p}}(y) \mathrm{d} y\right)^{n} \\
& =e^{-n\langle i t, x\rangle}\left(\frac{\varphi_{p}(\tau(x)+i t)}{\varphi_{p}(\tau(x))}\right)^{n},
\end{aligned}
$$

finishing the proof.

Lemma 5.2.25 For $\mathcal{S}^{(n)}$ as defined in (5.40) it holds that
i) $\mathbb{E}\left[\mathcal{S}^{(n)}\right]=0$,
ii) $\operatorname{Cov}\left[\mathcal{S}^{(n)}\right]=\mathfrak{H}_{x}$, with $\mathfrak{H}_{x}:=\mathcal{H}_{\tau} \Lambda_{p}(\tau(x))$,
with $\Lambda_{p}$ still being the cumulant generating function of $V_{i}^{(n)}$ as defined as in (5.8) with respect to $\mathbf{N}_{p}$.

Proof. Since the $\mathcal{V}_{i}^{(n)}$ are i.i.d., it holds that $\mathbb{E}\left[\mathcal{S}^{(n)}\right]=\sqrt{n}\left(\mathbb{E}\left[\mathcal{V}_{1}^{(n)}\right]-x\right)$. We continue by showing

$$
\mathbb{E}\left[\mathcal{V}_{1}^{(n)}\right]=\left.\nabla_{s} \mathbb{E}\left[e^{\left\langle s, \nu_{1}^{(n)}\right\rangle}\right]\right|_{s=(0,0)}=\nabla_{\tau} \Lambda_{p}(\tau(x))
$$

It holds that

$$
\begin{aligned}
\nabla_{s} \mathbb{E}\left[e^{\left\langle s, \mathcal{V}_{i}^{(n)}\right\rangle}\right] & =\left(\frac{\partial}{\partial s_{1}} \int_{\mathbb{R}} e^{\left\langle s,\left(|y|^{q},|y|^{p}\right)\right\rangle} \mathbf{N}_{p, \tau(x)}(\mathrm{d} y), \frac{\partial}{\partial s_{2}} \int_{\mathbb{R}} e^{\left.\left\langle s,\left(|y|^{q},|y|^{p}\right\rangle\right\rangle\right\rangle} \mathbf{N}_{p, \tau(x)}(\mathrm{d} y)\right) \\
& =\left(\int_{\mathbb{R}}|y|^{q} e^{\left\langle s,\left(|y|^{q},|y|^{p}\right)\right\rangle} \mathbf{N}_{p, \tau(x)}(\mathrm{d} y), \int_{\mathbb{R}}|y|^{p} e^{\left\langle s,\left(|y|^{q},|y|^{p}\right\rangle\right\rangle} \mathbf{N}_{p, \tau(x)}(\mathrm{d} y)\right),
\end{aligned}
$$

thus,

$$
\begin{aligned}
\left.\nabla_{s} \mathbb{E}\left[e^{\left\langle s, \mathcal{V}_{i}^{(n)}\right\rangle}\right]\right|_{s=(0,0)} & =\left(\int_{\mathbb{R}}|y|^{q} \mathbf{N}_{p, \tau(x)}(\mathrm{d} y), \int_{\mathbb{R}}|y|^{p} \mathbf{N}_{p, \tau(x)}(\mathrm{d} y)\right) \\
& =\left(\mathbb{E}\left[\left|\mathcal{Y}_{i}^{(n)}\right|^{q}\right], \mathbb{E}\left[\left|\mathcal{Y}_{i}^{(n)}\right|^{p}\right]\right) \\
& =\mathbb{E}\left[\mathcal{V}_{i}^{(n)}\right] .
\end{aligned}
$$

Furthermore, for some $\tau \in \operatorname{Dom}\left(\Lambda_{p}\right)$,

$$
\begin{align*}
\nabla_{\tau} \Lambda_{p}(\tau) & =\left(\frac{\partial}{\partial \tau_{1}} \log \int_{\mathbb{R}} e^{\left\langle\tau,\left(|y|^{q},|y|^{p}\right)\right\rangle} f_{\mathbf{N}_{p}}(y) \mathrm{d} y, \frac{\partial}{\partial \tau_{2}} \log \int_{\mathbb{R}} e^{\left\langle\tau,\left(|y|^{q},|y|^{p}\right)\right\rangle} f_{\mathbf{N}_{p}}(y) \mathrm{d} y\right) \\
& =e^{-\Lambda_{p}(\tau)}\left(\int_{\mathbb{R}}|y|^{q} e^{\left\langle\tau,\left(|y|^{q},|y|^{p}\right\rangle\right\rangle} f_{\mathbf{N}_{p}}(y) \mathrm{d} y, \int_{\mathbb{R}}|y|^{p} e^{\left\langle\tau,\left(|y|^{q},|y|^{p}\right)\right\rangle} f_{\mathbf{N}_{p}}(y) \mathrm{d} y\right) \\
& =\left(\int_{\mathbb{R}}|y|^{q} \mathbf{N}_{p, \tau}(\mathrm{~d} y), \int_{\mathbb{R}}|y|^{p} \mathbf{N}_{p, \tau}(\mathrm{~d} y)\right) . \tag{5.41}
\end{align*}
$$

Thus,

$$
\begin{aligned}
\nabla_{\tau} \Lambda_{p}(\tau(x)) & =\left(\int_{\mathbb{R}}|y|^{q} \mathbf{N}_{p, \tau(x)}(\mathrm{d} y), \int_{\mathbb{R}}|y|^{p} \mathbf{N}_{p, \tau(x)}(\mathrm{d} y)\right) \\
& =\left(\mathbb{E}\left[\left|\mathcal{Y}_{1}^{(n)}\right|^{q}\right], \mathbb{E}\left[\left|\mathcal{Y}_{1}^{(n)}\right|^{p}\right]\right) \\
& =\mathbb{E}\left[\mathcal{V}_{1}^{(n)}\right] .
\end{aligned}
$$

Recalling Lemma 2.2.1 (4), $\tau(x)$ was defined to be the argument, where the supremum of $\left[\langle x, \tau\rangle-\Lambda_{p}(\tau)\right]$ is attained, hence,

$$
\nabla_{\tau}\left[\langle x, \tau(x)\rangle-\Lambda_{p}(\tau(x))\right]=x-\nabla_{\tau} \Lambda_{p}(\tau(x))=0
$$

yielding $\nabla_{\tau} \Lambda_{p}(\tau(x))=x$, and thereby $\mathbb{E}\left[\mathcal{V}_{1}^{(n)}\right]=x$. Hence, we see that the $\left(\mathcal{V}_{i}^{(n)}-x\right)$ are centered and $\mathbb{E}\left[\mathcal{S}^{(n)}\right]=\sqrt{n}\left(\mathbb{E}\left[\mathcal{V}_{1}^{(n)}\right]-x\right)=0$, which proves $i$ ).
It remains to show that $\operatorname{Cov}\left[\mathcal{S}^{(n)}\right]=\mathfrak{H}_{x}=\mathcal{H}_{\tau} \Lambda(\tau(x))$. By independence and identical distribution of the $\mathcal{V}_{i}^{(n)}$ it holds that $\operatorname{Cov}\left[\mathcal{S}^{(n)}\right]=\frac{1}{n} \sum_{i=1}^{n} \operatorname{Cov}\left[\left(\mathcal{V}_{i}^{(n)}-x\right)\right]=\operatorname{Cov}\left[\mathcal{V}_{1}^{(n)}\right]$. Hence, we need to show that

$$
\left(\mathbb{E}\left[\left(\mathcal{V}_{1}^{(n)}\right)_{j}\left(\mathcal{V}_{1}^{(n)}\right)_{k}\right]-\mathbb{E}\left[\left(\mathcal{V}_{1}^{(n)}\right)_{j}\right] \mathbb{E}\left[\left(\mathcal{V}_{1}^{(n)}\right)_{k}\right]\right)_{j, k \in\{1,2\}}=\left(\frac{\partial^{2}}{\partial \tau_{k} \partial \tau_{j}} \Lambda_{p}(\tau(x))\right)_{j, k \in\{1,2\}}
$$

We can reformulate the left-hand side in the above for individual $j, k \in\{1,2\}$ as
a) $(j, k)=(1,1): \mathbb{E}\left[\left|\mathcal{Y}_{1}^{(n)}\right|^{2 q}\right]-\mathbb{E}\left[\left|\mathcal{Y}_{1}^{(n)}\right|^{q}\right]^{2}$
b) $(j, k)=(2,2): \mathbb{E}\left[\left|\mathcal{Y}_{1}^{(n)}\right|^{2 p}\right]-\mathbb{E}\left[\left|\mathcal{Y}_{1}^{(n)}\right|^{p}\right]^{2}$
c) $(j, k)=(1,2)$ and $(j, k)=(2,1): \mathbb{E}\left[\left|\mathcal{Y}_{1}^{(n)}\right|^{q+p}\right]-\mathbb{E}\left[\left|\mathcal{Y}_{1}^{(n)}\right|^{q}\right] \mathbb{E}\left[\left|\mathcal{Y}_{1}^{(n)}\right|^{p}\right]$.

Now, using the calculations from (5.41), it holds for general $\tau \in \operatorname{Dom}\left(\Lambda_{p}\right)$ that

$$
\begin{aligned}
\frac{\partial^{2}}{\partial \tau_{1} \partial \tau_{1}} \Lambda_{p}(\tau)= & \frac{\partial}{\partial \tau_{1}}\left(e^{-\Lambda_{p}(\tau)} \int_{\mathbb{R}}|y|^{q} e^{\left\langle\tau,\left(|y|^{q},|y|^{p}\right)\right\rangle} f_{\mathbf{N}_{p}}(y) \mathrm{d} y\right) \\
= & \frac{\partial}{\partial \tau_{1}}\left(e^{-\Lambda_{p}(\tau)}\right) \int_{\mathbb{R}}|y|^{q} e^{\left\langle\tau,\left(|y|^{q},|y|^{p}\right)\right\rangle} f_{\mathbf{N}_{p}}(y) \mathrm{d} y \\
& +e^{-\Lambda_{p}(\tau)} \frac{\partial}{\partial \tau_{1}}\left(\int_{\mathbb{R}}|y|^{q} e^{\left\langle\tau,\left(|y|^{q},|y|^{p}\right)\right\rangle} f_{\mathbf{N}_{p}}(y) \mathrm{d} y\right)
\end{aligned}
$$

$$
\begin{gathered}
=\quad \frac{\partial}{\partial \tau_{1}}\left(e^{-\Lambda_{p}(\tau)}\right) \int_{\mathbb{R}}|y|^{q} e^{\left\langle\tau,\left(|y|^{q},|y|^{p}\right)\right\rangle} f_{\mathbf{N}_{p}}(y) \mathrm{d} y \\
+e^{-\Lambda_{p}(\tau)} \int_{\mathbb{R}}|y|^{2 q} e^{\left\langle\tau,\left(|y|^{q},|y|^{p}\right)\right\rangle} f_{\mathbf{N}_{p}}(y) \mathrm{d} y
\end{gathered}
$$

and

$$
\begin{aligned}
\frac{\partial}{\partial \tau_{1}}\left(e^{-\Lambda_{p}(\tau)}\right)= & \frac{\partial}{\partial \tau_{1}}\left(\int_{\mathbb{R}} e^{\left\langle\tau,\left(|y|^{q},|y|^{p}\right)\right\rangle} f_{\mathbf{N}_{p}}(y) \mathrm{d} y\right)^{-1} \\
= & -\left(\int_{\mathbb{R}} e^{\left\langle\tau,\left(|y|^{q},|y|^{p}\right)\right\rangle} f_{\mathbf{N}_{p}}(y) \mathrm{d} y\right)^{-2} \frac{\partial}{\partial \tau_{1}} \int_{\mathbb{R}} e^{\left\langle\tau,\left(|y|^{q},|y|^{p}\right)\right\rangle} f_{\mathbf{N}_{p}}(y) \mathrm{d} y \\
= & -\left(\int_{\mathbb{R}} e^{\left\langle\tau,\left(|y|^{q},|y|^{p}\right)\right\rangle} f_{\mathbf{N}_{p}}(y) \mathrm{d} y\right)^{-2} \int_{\mathbb{R}}|y|^{q} e^{\left\langle\tau,\left(|y|^{q},|y|^{p}\right)\right\rangle} f_{\mathbf{N}_{p}}(y) \mathrm{d} y \\
= & -\left(\int_{\mathbb{R}} e^{\left\langle\tau,\left(|y|^{q},|y|^{p}\right)\right\rangle-\Lambda_{p}(\tau)} f_{\mathbf{N}_{p}}(y) \mathrm{d} y\right)^{-2} e^{-\Lambda_{p}(\tau)} \\
& \times \int_{\mathbb{R}}|y|^{q} e^{\left\langle\tau,\left(|y|^{q},|y|^{p}\right)\right\rangle-\Lambda_{p}(\tau)} f_{\mathbf{N}_{p}}(y) \mathrm{d} y \\
= & -\left(\int_{\mathbb{R}} \mathbf{N}_{p, \tau}(\mathrm{~d} y)\right)^{-2} e^{-\Lambda_{p}(\tau)} \int_{\mathbb{R}}|y|^{q} \mathbf{N}_{p, \tau}(\mathrm{~d} y) \\
= & -e^{-\Lambda_{p}(\tau)} \int_{\mathbb{R}}|y|^{q} \mathbf{N}_{p, \tau}(\mathrm{~d} y) .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
\frac{\partial^{2}}{\partial \tau_{1} \partial \tau_{1}} \Lambda_{p}(\tau)= & \int_{\mathbb{R}}|y|^{2 q} e^{\left\langle\tau,\left(\left.|y|\right|^{q},|y|^{p}\right)\right\rangle-\Lambda_{p}(\tau)} f_{\mathbf{N}_{p}}(y) \mathrm{d} y \\
& -\left(\int_{\mathbb{R}}|y|^{q} e^{\left\langle\tau,\left(|y|^{q},|y|^{p}\right)\right\rangle-\Lambda_{p}(\tau)} f_{\mathbf{N}_{p}}(y) \mathrm{d} y\right)^{2} \\
= & \int_{\mathbb{R}}|y|^{2 q} \mathbf{N}_{p, \tau}(\mathrm{~d} y)-\left(\int_{\mathbb{R}}|y|^{q} \mathbf{N}_{p, \tau}(\mathrm{~d} y)\right)^{2},
\end{aligned}
$$

which, evaluated at $\tau=\tau(x) \in \operatorname{Dom}\left(\Lambda_{p}\right)$, yields

$$
\begin{aligned}
\frac{\partial^{2}}{\partial \tau_{1} \partial \tau_{1}} \Lambda_{p}(\tau(x)) & =\int_{\mathbb{R}}|y|^{2 q} \mathbf{N}_{p, \tau(x)}(\mathrm{d} y)-\left(\int_{\mathbb{R}}|y|^{q} \mathbf{N}_{p, \tau(x)}(\mathrm{d} y)\right)^{2} \\
& =\mathbb{E}\left[\left|\mathcal{Y}^{(n)}\right|^{2 q}\right]-\mathbb{E}\left[\left|\mathcal{Y}^{(n)}\right|^{q}\right]^{2}
\end{aligned}
$$

Analogously it follows that

$$
\frac{\partial}{\partial \tau_{2}}\left(e^{-\Lambda_{p}(\tau(x))}\right)=e^{-\Lambda_{p}(\tau(x))} \mathbb{E}\left[\left|\mathcal{Y}_{1}^{(n)}\right|^{p}\right]
$$

and thus

$$
\frac{\partial^{2}}{\partial \tau_{2} \partial \tau_{2}} \Lambda_{p}(\tau(x))=\mathbb{E}\left[\left|\mathcal{Y}_{1}^{(n)}\right|^{p}\right]^{2}+\mathbb{E}\left[\left|\mathcal{Y}_{1}^{(n)}\right|^{2 p}\right]
$$

Finally, using the derivatives of $e^{-\Lambda_{p}(\tau)}$ from the previous two cases, yields

$$
\begin{aligned}
\frac{\partial^{2}}{\partial \tau_{1} \partial \tau_{2}} \Lambda_{p}(\tau)= & \frac{\partial^{2}}{\partial \tau_{2} \partial \tau_{1}} \Lambda_{p}(\tau) \\
= & \frac{\partial}{\partial \tau_{2}}\left(e^{-\Lambda_{p}(\tau)}\right) \int_{\mathbb{R}}|y|^{q} e^{\left\langle\tau,\left(|y|^{q},|y|^{p}\right)\right\rangle} f_{\mathbf{N}_{p}}(y) \mathrm{d} y \\
& +e^{-\Lambda_{p}(\tau)} \frac{\partial}{\partial \tau_{2}}\left(\int_{\mathbb{R}}|y|^{q} e^{\left\langle\tau,\left(|y|^{q},|y|^{p}\right\rangle\right\rangle} f_{\mathbf{N}_{p}}(y) \mathrm{d} y\right) \\
= & \int_{\mathbb{R}}|y|^{q+p} \mathbf{N}_{p, \tau}(\mathrm{~d} y)-\left(\int_{\mathbb{R}}|y|^{p} \mathbf{N}_{p, \tau}(\mathrm{~d} y)\right)\left(\int_{\mathbb{R}}|y|^{q} \mathbf{N}_{p, \tau}(\mathrm{~d} y)\right)
\end{aligned}
$$

Then, for $\tau=\tau(x) \in \operatorname{Dom}\left(\Lambda_{p}\right)$ we get

$$
\begin{aligned}
\frac{\partial^{2}}{\partial \tau_{1} \partial \tau_{2}} \Lambda_{p}(\tau(x)) & =\int_{\mathbb{R}}|y|^{q+p} \mathbf{N}_{p, \tau(x)}(\mathrm{d} y)-\left(\int_{\mathbb{R}}|y|^{p} \mathbf{N}_{p, \tau(x)}(\mathrm{d} y)\right)\left(\int_{\mathbb{R}}|y|^{q} \mathbf{N}_{p, \tau(x)}(\mathrm{d} y)\right) \\
& =\mathbb{E}\left[\left|\mathcal{Y}_{1}^{(n)}\right|^{q+p}\right]-\mathbb{E}\left[\left|\mathcal{Y}_{1}^{(n)}\right|^{q}\right] \mathbb{E}\left[\left|\mathcal{Y}_{1}^{(n)}\right|^{p}\right]
\end{aligned}
$$

proving $i i$.
We proceed to prove the integral approximation in Lemma 5.2.23.

Proof of Lemma 5.2.23. By Lemma 5.2.24, we can rewrite the integral $\mathcal{I}^{(n)}(x)$ from (5.38) via the Fourier transform of the density $g_{x}^{(n)}$ of $\mathcal{G}^{(n)}$ as

$$
\mathcal{I}^{(n)}(x)=\int_{\mathbb{R}^{2}} e^{-n\langle i t, x\rangle}\left(\frac{\varphi_{p}(\tau(x)+i t)}{\varphi_{p}(\tau(x))}\right)^{n} \mathrm{~d} t=\int_{\mathbb{R}^{2}} \mathcal{F}\left(g_{x}^{(n)}\right)(t) \mathrm{d} t .
$$

It remains to show that

$$
\int_{\mathbb{R}^{2}} \mathcal{F}\left(g_{x}^{(n)}\right)(t) \mathrm{d} t=\left(\frac{n}{2 \pi}\right)^{-1}\left(\operatorname{det} \mathfrak{H}_{x}\right)^{-1 / 2}(1+o(1))
$$

To do so, we will show that most of the mass of the integral is concentrated in a neighbourhood of the origin, outside of which it drops exponentially in $n$. It holds that

$$
\frac{\varphi_{p}(\tau(x)+i t)}{\varphi_{p}(\tau(x))}=e^{-\Lambda_{p}(\tau(x))} \int_{\mathbb{R}} e^{\left\langle\tau(x)+i t,\left(|y|^{q},|y|^{p}\right)\right\rangle} f_{\mathbf{N}_{p}}(y) \mathrm{d} y=\mathbb{E}\left[e^{\left\langle i t, \nu_{1}^{(n)}\right\rangle}\right]
$$

i.e., the term can also be writen as a Fourier transform. Hence, for $t \in \mathbb{R}$ we have

$$
\begin{equation*}
\left|\frac{\varphi_{p}(\tau(x)+i t)}{\varphi_{p}(\tau(x))}\right|=\left|\mathbb{E}\left[e^{\left\langle i t, \nu_{1}^{(n)}\right\rangle}\right]\right| \leq \mathbb{E}\left[\left|e^{\left\langle i t, \nu_{1}^{(n)}\right\rangle}\right|\right]=1 \tag{5.42}
\end{equation*}
$$

with $\mathbb{E}\left[e^{\left\langle i t, \nu_{1}^{(n)}\right\rangle}\right]=1$ only for $t=(0,0)$. Also, from the density property of $\mathbf{N}_{p, \tau(x)}$ follows that $e^{\left\langle\tau(x),\left(|y|^{q},|y|^{p}\right)\right\rangle-\Lambda_{p}(\tau(x))} f_{\mathbf{N}_{p}}(y) \in L_{1}\left(\mathbb{R}^{2}\right)$. By the Riemann-Lebesgue lemma [42, Proposition 2.2.17] we hence know that

$$
\lim _{\|t\| \rightarrow+\infty} \mathbb{E}\left[e^{\left\langle i t, \nu_{1}^{(n)}\right\rangle}\right]=0
$$

Together with (5.42) we thus conclude that for every neighbourhood $B$ of the origin, there is a $C<1$, such that $\mathbb{E}\left[e^{\left\langle i t, \nu_{1}^{(n)}\right\rangle}\right]<C$ for all $t \in B^{c}$. Also, we have seen in Lemma 5.2.20, that there is some $s>1$ such that $\varphi_{p}(\tau(x)+i t) \in L_{s}\left(\mathbb{R}^{2}\right)$ and the same extends to $\mathbb{E}\left[e^{\left\langle i t, \nu_{1}^{(n)}\right\rangle}\right]$. Thereby, for some sufficiently large $s_{0}>1$ it follows that

$$
\begin{aligned}
\left|\int_{B^{c}} \mathcal{F}\left(g_{x}^{(n)}\right)(t) \mathrm{d} t\right| & \leq \int_{B^{c}}\left|\mathcal{F}\left(g_{x}^{(n)}\right)(t)\right| \mathrm{d} t \\
& =\int_{B^{c}}\left|e^{-n\langle i t, x\rangle}\left(\frac{\varphi_{p}(\tau(x)+i t)}{\varphi_{p}(\tau(x))}\right)^{n}\right| \mathrm{d} t \\
& =\int_{B^{c}}\left|\frac{\varphi_{p}(\tau(x)+i t)}{\varphi_{p}(\tau(x))}\right|^{n} \mathrm{~d} t \\
& \leq C^{\left(n-s_{0}\right)} \int_{B^{c}}\left|\frac{\varphi_{p}(\tau(x)+i t)}{\varphi_{p}(\tau(x))}\right|^{s_{0}} \mathrm{~d} t
\end{aligned}
$$

which goes to zero exponentially fast in $n \in \mathbb{N}$, that is,

$$
\begin{equation*}
\int_{B^{c}} \mathcal{F}\left(g_{x}^{(n)}\right)(t) \mathrm{d} t=o(1) \tag{5.43}
\end{equation*}
$$

We see, that the contribution of the integral outside of a neighbourhood of the origin can be neglected for large $n \in \mathbb{N}$. Hence, it remains to consider the integral over said neighbourhood. By substituting $t$ by $\tilde{t}=\sqrt{n} t$, we get

$$
\begin{equation*}
\int_{B} \mathcal{F}\left(g_{x}^{(n)}\right)(t) \mathrm{d} t=\frac{1}{n} \int_{\sqrt{n} B} \mathcal{F}\left(g_{x}^{(n)}\right)\left(\frac{\tilde{t}}{\sqrt{n}}\right) \mathrm{d} \tilde{t} . \tag{5.44}
\end{equation*}
$$

The integrand on the right-hand side is just the characteristic function of $\frac{1}{\sqrt{n}} \mathcal{G}^{(n)}=$ $\mathcal{S}^{(n)}$. By Lemma 5.2.25 $\mathcal{S}^{(n)}$ is the $\sqrt{n}$-multiple of the empirical average of centered i.i.d. random vectors $\left(\mathcal{V}_{i}^{(n)}-x\right)$ with covariance matrix $\operatorname{Cov}\left(\mathcal{S}^{(n)}\right)=\mathfrak{H}_{x}$. Thus, by the central limit theorem, it holds that $\mathcal{S}^{(n)}$ converges in distribution to a centered Gaussian distribution in $\mathbb{R}^{n}$ with covariance matrix $\mathfrak{H}_{x}$, denoted as $\mathcal{N}^{(n)}\left(0, \mathfrak{H}_{x}\right)$. Thus, the characteristic function of the distribution of $\mathcal{S}^{(n)}$ will converge pointwise to that of $\mathcal{N}^{(n)}\left(0, \mathfrak{H}_{x}\right)$, i.e.,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathcal{F}\left(g_{x}^{(n)}\right)\left(\frac{\tilde{t}}{\sqrt{n}}\right)=\exp \left(-\frac{1}{2}\left\langle\mathfrak{H}_{x} \tilde{t}, \tilde{t}\right\rangle\right) \tag{5.45}
\end{equation*}
$$

To use the above on (5.44), we show the conditions of the dominated convergence theorem. Using Taylor expansion of $\mathcal{F}\left(g_{x}^{(n)}\right)\left(\frac{\tilde{t}}{\sqrt{n}}\right)$ around the origin (see, e.g., [67, Lemma 4.10]), we have that for $\alpha \in \mathbb{N}_{0}^{2}, k \in \mathbb{N}_{0}$, and $t$ in a neighbourhood of the origin

$$
\mathcal{F}\left(g_{x}^{(n)}\right)\left(\frac{\tilde{t}}{\sqrt{n}}\right)=\sum_{\|\alpha\|_{1} \leq k} \frac{(i \tilde{t})^{\alpha}}{\alpha!} \mathbb{E}\left[\mathcal{S}(n)^{\alpha}\right]+o\left(\tilde{t}^{k}\right)
$$

using the multi-index notation $t^{\alpha}=t_{1}^{\alpha_{1}} t_{2}^{\alpha_{2}}$ and $\alpha!=\alpha_{1}!\alpha_{2}!$. For $k=2$, by Lemma 5.2.25, this gives

$$
\begin{align*}
& \mathcal{F}\left(g_{x}^{(n)}\right)\left(\frac{\tilde{t}}{\sqrt{n}}\right) \\
= & 1+\left(i \tilde{t}_{1}\right) \mathbb{E}\left[\left(\mathcal{S}^{(n)}\right)_{1}\right]+\left(i \tilde{t}_{2}\right) \mathbb{E}\left[\left(\mathcal{S}^{(n)}\right)_{2}\right] \\
& +\frac{\left(i \tilde{t}_{1}\right)^{2}}{2} \mathbb{E}\left[\left(\mathcal{S}^{(n)}\right)_{1}^{2}\right]+\frac{\left(i \tilde{t}_{2}\right)^{2}}{2} \mathbb{E}\left[\left(\mathcal{S}^{(n)}\right)_{2}^{2}\right]+\left(i \tilde{t}_{1}\right)\left(i \tilde{t}_{2}\right) \mathbb{E}\left[\left(\mathcal{S}^{(n)}\right)_{1}\left(\mathcal{S}^{(n)}\right)_{2}\right]+o\left(\tilde{t}^{k}\right) \\
= & 1-\frac{1}{2}\left(\tilde{t}_{1}^{2} \mathbb{E}\left[\left(\mathcal{V}_{1}^{(n)}\right)_{1}^{2}\right]+\tilde{t}_{2}^{2} \mathbb{E}\left[\left(\mathcal{V}_{1}^{(n)}\right)_{2}^{2}\right]+2 \tilde{t}_{1} \tilde{t}_{2} \mathbb{E}\left[\left(\mathcal{V}_{1}^{(n)}\right)_{1}\left(\mathcal{V}_{1}^{(n)}\right)_{2}\right]\right)+o\left(\tilde{t}^{k}\right) \\
= & 1-\frac{1}{2}\left\langle\mathfrak{H}_{x} \tilde{t}, \tilde{t}\right\rangle+o\left(\tilde{t}^{2}\right) . \tag{5.46}
\end{align*}
$$

By [67, Lemma 4.14] and the Jensen inequality for $\left\langle\tilde{t}, \mathcal{S}^{(n)}\right\rangle$, we can give the following upper bound on the error term

$$
\begin{align*}
\left|\mathcal{F}\left(g_{x}^{(n)}\right)\left(\frac{\tilde{t}}{\sqrt{n}}\right)-1+\frac{1}{2}\left\langle\mathfrak{H}_{x} \tilde{t}, \tilde{t}\right\rangle\right| & =\left|\mathbb{E}\left[e^{i\left\langle\tilde{t}, \mathcal{S}^{(n)}\right\rangle}\right]-\sum_{\|\alpha\|_{1} \leq 2} \frac{(i \tilde{t})^{\alpha}}{\alpha!} \mathbb{E}\left[\left(\mathcal{S}^{(n)}\right)^{\alpha}\right]\right| \\
& \leq \mathbb{E}\left[\left|e^{i\left\langle\tilde{t}, \mathcal{S}^{(n)}\right\rangle}-\sum_{\|\alpha\|_{1} \leq 2} \frac{(i \tilde{t})^{\alpha}}{\alpha!}\left(\mathcal{S}^{(n)}\right)^{\alpha}\right|\right] \\
& \leq \mathbb{E}\left[\left|\left\langle\tilde{t}, \mathcal{S}^{(n)}\right\rangle\right|^{2}\right] \\
& \leq \mathbb{E}\left[\|\tilde{t}\|_{2}^{2}\left\|\mathcal{S}^{(n)}\right\|_{2}^{2}\right] \\
& =\|\tilde{t}\|_{2}^{2} \mathbb{E}\left[\left\|\mathcal{S}^{(n)}\right\|_{2}^{2}\right] . \tag{5.47}
\end{align*}
$$

The next step is to show that $\mathbb{E}\left[\left\|\mathcal{S}^{(n)}\right\|_{2}^{2}\right]$ is bounded, which will be done along the lines of [85, Lemma 6.3]. It holds that

$$
\begin{aligned}
\mathbb{E}\left[\left\|\mathcal{S}^{(n)}\right\|_{2}^{2}\right] & =\mathbb{E}\left[\left(\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left(\mathcal{V}_{i}^{(n)}-x\right)_{1}\right)^{2}+\left(\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left(\mathcal{V}_{i}^{(n)}-x\right)_{2}\right)^{2}\right] \\
& =\frac{1}{n} \mathbb{E}\left[\left(\sum_{i=1}^{n}\left(\mathcal{V}_{i}^{(n)}-x\right)_{1}\right)^{2}\right]+\frac{1}{n} \mathbb{E}\left[\left(\sum_{i=1}^{n}\left(\mathcal{V}_{i}^{(n)}-x\right)_{2}\right)^{2}\right]
\end{aligned}
$$

where, by independence of the $\mathcal{V}_{i}^{(n)}$ and Lemma 5.2.25, we have for $k \in\{1,2\}$ that

$$
\begin{aligned}
& \frac{1}{n} \mathbb{E}\left[\left(\sum_{i=1}^{n}\left(\mathcal{V}_{i}^{(n)}-x\right)_{k}\right)^{2}\right] \\
= & \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}\left[\left(\left(\mathcal{V}_{i}^{(n)}-\mathbb{E}\left[\mathcal{V}_{i}^{(n)}\right]\right)_{k}\right)^{2}\right] \\
& +\frac{1}{n} \sum_{1 \leq i<j \leq n} \mathbb{E}\left[\left(\mathcal{V}_{i}^{(n)}-\mathbb{E}\left[\mathcal{V}_{i}^{(n)}\right]\right)_{k}\right] \mathbb{E}\left[\left(\mathcal{V}_{j}^{(n)}-\mathbb{E}\left[\mathcal{V}_{j}^{(n)}\right]\right)_{k}\right] \\
= & \left(\mathfrak{H}_{x}\right)_{k k}+\frac{1}{n} \sum_{1 \leq i<j \leq n} \operatorname{Cov}\left[\left(\mathcal{V}_{i}^{(n)}\right)_{k},\left(\mathcal{V}_{j}^{(n)}\right)_{k}\right] \\
= & \left(\mathfrak{H}_{x}\right)_{k k} .
\end{aligned}
$$

Thus, $\mathbb{E}\left[\left\|\mathcal{S}^{(n)}\right\|_{2}^{2}\right]$ is bounded, and thereby the same holds for the error term in (5.47).

Recall, that $\mathfrak{H}_{x}:=\mathcal{H}_{\tau} \Lambda_{p}(\tau(x))$ is positive definite, as it is invertible by Lemma 5.2.1 and positive semi-definite by the convexity of $\Lambda_{p}$ on its effective domain. For $n \in \mathbb{N}$ sufficiently large, we can now always choose a small enough neighbourhood $B$ of the origin, such that there is an $\varepsilon>0$ with

$$
\frac{1}{2}\left\langle\varepsilon I_{2} \tilde{t}, \tilde{t}\right\rangle \geq\|\tilde{t}\|_{2}^{2} \mathbb{E}\left[\left\|\mathcal{S}^{(n)}\right\|_{2}^{2}\right]
$$

and $\mathfrak{H}_{x}-\varepsilon I_{2}$ positive definite, where $I_{2}$ denotes the $(2 \times 2)$ identity matrix in $\mathbb{R}^{2}$. Together with the well-known inequality $1+x \leq e^{x}, x \in \mathbb{R}$, this yields with 5.46 that

$$
\begin{aligned}
\mathcal{F}\left(g_{x}^{(n)}\right)\left(\frac{\tilde{t}}{\sqrt{n}}\right) & =1-\frac{1}{2}\left\langle\mathfrak{H}_{x} \tilde{t}, \tilde{t}\right\rangle+o\left(\tilde{t}^{2}\right) \\
& \leq 1-\frac{1}{2}\left\langle\mathfrak{H}_{x} \tilde{t}, \tilde{t}\right\rangle+\frac{1}{2}\left\langle\varepsilon I_{2} \tilde{t}, \tilde{t}\right\rangle \\
& =1-\frac{1}{2}\left\langle\left(\mathfrak{H}_{x}-\varepsilon I_{2}\right) \tilde{t}, \tilde{t}\right\rangle \\
& \leq \exp \left(-\frac{1}{2}\left\langle\left(\mathfrak{H}_{x}-\varepsilon I_{2}\right) \tilde{t}, \tilde{t}\right\rangle\right)
\end{aligned}
$$

Furthermore, it holds that

$$
\int_{\mathbb{R}^{2}} \exp \left(-\frac{1}{2}\left\langle\left(\mathfrak{H}_{x}-\varepsilon I_{2}\right) \tilde{t}, \tilde{t}\right\rangle\right) \mathrm{d} \tilde{t}=\frac{2 \pi}{\left(\operatorname{det}\left(\mathfrak{H}_{x}-\varepsilon I_{2}\right)\right)^{1 / 2}}
$$

i.e., the function is integrable. The conditions of the dominated convergence theorem are thus fulfilled, and thereby it follows with (5.45) that

$$
\begin{align*}
\int_{\sqrt{n} B} \mathcal{F}\left(g_{x}^{(n)}\right)\left(\frac{\tilde{t}}{\sqrt{n}}\right) \mathrm{d} \tilde{t} & =\int_{\mathbb{R}^{2}} \exp \left(-\frac{1}{2}\left\langle\mathfrak{H}_{x} \tilde{t}, \tilde{t}\right\rangle\right) \mathrm{d} \tilde{t}(1+o(1)) \\
& =\frac{2 \pi}{\left(\operatorname{det} \mathfrak{H}_{x}\right)^{1 / 2}}(1+o(1)) \tag{5.48}
\end{align*}
$$

Combining (5.43), (5.44), and (5.48) to get

$$
\begin{aligned}
\int_{\mathbb{R}^{2}} \mathcal{F}\left(g_{x}^{(n)}\right)(t) \mathrm{d} t & =\int_{B} \mathcal{F}\left(g_{x}^{(n)}\right)(t) \mathrm{d} t+\int_{B^{c}} \mathcal{F}\left(g_{x}^{(n)}\right)(t) \mathrm{d} t \\
& =\frac{1}{n} \int_{\sqrt{n} B} \mathcal{F}\left(g_{x}^{(n)}\right)\left(\frac{\tilde{t}}{\sqrt{n}}\right) \mathrm{d} \tilde{t}+o(1) \\
& =\left(\frac{n}{2 \pi}\right)^{-1}\left(\operatorname{det} \mathfrak{H}_{x}\right)^{-1 / 2}(1+o(1))
\end{aligned}
$$

finishes the proof of Lemma 5.2.23.

Combining Proposition 5.2.22 and Lemma 5.2.23 then yields the asymptotic density estimate in Proposition 5.2.19. We shall now consider the case of $\ell_{p}^{n}$-balls, that is, derive an asymptotic density estimate for $\mathcal{S}^{(n)}$ as in (5.23).

Proposition 5.2.26 For $\mathcal{S}^{(n)}=\frac{1}{n} \sum_{i=1}^{n} \mathscr{V}_{i}^{(n)}$ with $\mathscr{V}_{i}^{(n)}=\left(\left|Y_{i}^{(n)}\right|^{q},\left|Y_{i}^{(n)}\right|^{p}, U^{1 / n}\right)$, $Y_{i}^{(n)} \sim \mathbf{N}_{p}$ i.i.d., $U$ uniformly distributed on $[0,1]$ independently of the $Y_{i}^{(n)}$, and $x=$ $\left(x_{1}, x_{2}\right) \in \operatorname{Dom}\left(\Lambda_{p}^{*}\right), y \in(0,1]$, it holds that for sufficiently large $n \in \mathbb{N}$ the distribution of $\mathcal{S}^{(n)}$ has Lebesgue density

$$
h^{(n)}\left(x_{1}, x_{2}, y\right)=\frac{n^{2}}{2 \pi} y^{-1}\left(\operatorname{det} \mathfrak{H}_{x}\right)^{-1 / 2} e^{-n \mathcal{I}_{\delta}\left(x_{1}, x_{2}, y\right)}(1+o(1)),
$$

where $\mathcal{I}_{\mathcal{\delta}}\left(x_{1}, x_{2}, y\right):=\left[\Lambda_{p}^{*}(x)-\log (y)\right]$ and $\mathfrak{H}_{x}:=\mathcal{H}_{\tau} \Lambda_{p}(\tau(x))$ as in (5.10).
Proof. By direct calculation we can see for $y \in[0,1]$ that $\mathbb{P}\left(U^{1 / n} \leq y\right)=\mathbb{P}\left(U \leq y^{n}\right)=$ $y^{n}$, hence the density of $U^{1 / n}$ is given by $f_{U^{1 / n}}(y)=n y^{n-1}$. As $U^{1 / n}$ is independent of the $Y_{i}^{(n)}$, and thereby also of $S^{(n)}=\frac{1}{n} \sum_{i=1}^{n}\left(\left|Y_{i}^{(n)}\right|^{q},\left|Y_{i}^{(n)}\right|^{p}\right)$, the density of $\mathcal{S}^{(n)}=$ $\frac{1}{n} \sum_{i=1}^{n}\left(\left|Y_{i}^{(n)}\right|^{q},\left|Y_{i}^{(n)}\right|^{p}, U^{1 / n}\right)$ is given by the product of their densities, hence

$$
h^{(n)}\left(x_{1}, x_{2}, y\right)=h^{(n)}\left(x_{1}, x_{2}\right) f_{U^{1 / n}}(y)=\frac{n^{2}}{2 \pi} y^{-1}\left(\operatorname{det} \mathfrak{H}_{x}\right)^{-1 / 2} e^{-n\left[\Lambda_{p}^{*}(x)-\log (y)\right]}(1+o(1)) .
$$

This completes the proof.

### 5.2.8 Proof of the SLD results for $\ell_{p}^{n}$-spheres

The third and final step to prove Theorem 5.2.11 is to calculate the integral in (5.25) over the deviation area $D_{z}$ using the density estimates from Proposition 5.2.19. Based on the density estimate, one can tell that the integral in (5.25) is of Laplace-type, i.e.,

$$
\int_{D_{z}} h^{(n)}(x) \mathrm{d} x=\frac{n}{2 \pi} \int_{D_{z}}\left(\operatorname{det} \mathfrak{H}_{x}\right)^{-1 / 2} e^{-n \Lambda_{p}^{*}(x)} \mathrm{d} x(1+o(1)) .
$$

Hence, for large $n \in \mathbb{N}$ one would assume it behaves like the integrand evaluated at the infimum of $\Lambda_{p}^{*}$. However, as we have seen in Lemma 5.2.18, the infimum of $\Lambda_{p}^{*}$ over $\bar{D}_{z}$ is attained at $z^{*}=\left(z^{q}, 1\right)$ and lies on the boundary $\partial D_{z}$ of the area of integration, which needs to be accounted for. This is done by a result of Andriani and Baldi [7], which construes the boundary of the deviation area $\partial D_{z}$ and the level sets of $\Lambda_{p}^{*}$ as hypersurfaces (which are just planar curves in our setting), and uses their Weingarten maps (i.e., absolute value of their curvature) to give a Laplace-type integral approximation with the critical point lying on the boundary of the area of integration.

The resulting factors accounting for the minimizer $z^{*}$ of $\Lambda_{p}^{*}$ lying on $\partial D_{z}$ will partly make up the prefactor functions from Theorem 5.2.11. This will thereby confirm what was said in Remark 5.2.17, that is, that the geometric shape of $D_{z}$ - which in itself is a result of the functional structure of the quantity being considered - indeed does have an influence on the sharp large deviation result. So while this influence is very direct for LDPs via the infimum operator from the contraction principle, for sharp large deviations it is considerably more subtle in the form of the absolute curvature of the boundary of the deviation area.

Similar to the proof of the density estimate itself, the proof will again rely on splitting up the integral onto some domain where the mass of the integral concentrates and its complement on which the integral is negligible. Specifically, the integral will be split up into a neighbourhood $B_{z}$ of $z^{*}$ and its complement $B_{z}^{c}$. The LDP from Proposition 5.2 .2 will be used to show the comparative negligibility of the integral on $B_{z}^{c}$. On $B_{z}$ we then apply the Laplace-integration result of Andriani and Baldi [7]. Following that, we derive the Weingarten maps used therein explicitly, thus finishing the proof.

Proof of Theorem 5.2.11. We assume the set-up of Theorem 5.2.11 and use the reformulation (5.25) to proceed by considering $\mathbb{P}\left(S^{(n)} \in D_{z}\right)$. Let $B_{z} \subset \mathbb{R}^{2}$ be an open neighbourhood around $z^{*}$, small enough that $B_{z} \subset \operatorname{Dom}\left(\Lambda_{p}^{*}\right)$. Then it holds that

$$
\begin{equation*}
\mathbb{P}\left(S^{(n)} \in D_{z}\right)=\int_{D_{z}} h^{(n)}(x) \mathrm{d} x=\int_{D_{z} \cap B_{z}} h^{(n)}(x) \mathrm{d} x+\int_{D_{z} \cap B_{z}^{c}} h^{(n)}(x) \mathrm{d} x . \tag{5.49}
\end{equation*}
$$

Since $z^{*} \notin B_{z}^{c}$, by Lemma 5.2.18, there exists an $\eta>0$, such that

$$
\inf _{y \in D_{z} \cap B_{z}^{c}} \Lambda_{p}^{*}(y)>\Lambda_{p}^{*}\left(z^{*}\right)+\eta,
$$

and thus, by the LDP in Proposition 5.2.2, it follows

$$
\limsup _{n \rightarrow \infty} \frac{1}{n} \log \mathbb{P}\left(S^{(n)} \in D_{z} \cap B_{z}^{c}\right) \leq-\inf _{y \in D_{z} \cap B_{z}^{c}} \Lambda_{p}^{*}(y) \leq-\Lambda_{p}^{*}\left(z^{*}\right)-\eta .
$$

This gives

$$
\begin{equation*}
\mathbb{P}\left(S^{(n)} \in D_{z} \cap B_{z}^{c}\right) \leq e^{-n \Lambda_{p}^{*}\left(z^{*}\right)-n \eta}(1+o(1))=\frac{1}{e^{n \eta}} e^{-n \Lambda_{p}^{*}\left(z^{*}\right)}(1+o(1)) \tag{5.50}
\end{equation*}
$$

Furthermore, by the density estimate in Proposition 5.2.19, we have

$$
\begin{equation*}
\int_{D_{z} \cap B_{z}} h^{(n)}(x) \mathrm{d} x=\frac{n}{2 \pi} \int_{D_{z} \cap B_{z}}\left(\operatorname{det} \mathfrak{H}_{x}\right)^{-1 / 2} e^{-n \Lambda_{p}^{*}(x)} \mathrm{d} x(1+o(1)) . \tag{5.51}
\end{equation*}
$$

As stated above, to calculate this explicitly we rely on a technique established by Andriani and Baldi in [7, Proof of Theorem 4.4]. Therein, an asymptotic integral expansion of Bleistein and Handelsmann [15, Equation (8.3.63)] for Laplace integrals with critical point on the boundary of the area of integration is reformulated via the Weingarten maps of the integration area's boundary and the level set of the exponential function at its critical point, both seen as hypersurfaces. We will present it as one concise result, similar to that formulated in [85, Lemma 5.6].

Proposition 5.2.27 Let $D \subset \mathbb{R}^{d}$ be a bounded domain such that $\partial D$ is a differentiable hypersurface in $\mathbb{R}^{d}$. Furthermore, let $g: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be a differentiable function and $\phi: D \rightarrow[0, \infty)$ a non-negative function that is twice differentiable and attains a unique infimum over $\bar{D}$ at $x^{*} \in \partial D$. Define the hypersurfaces

$$
\mathscr{C}_{D}=\partial D \quad \text { and } \quad \mathscr{C}_{\phi}=\left\{x \in \mathbb{R}^{d}: \phi(x)=\phi\left(x^{*}\right)\right\}
$$

and denote by $L_{D}$ and $L_{\phi}$ their respective Weingarten maps at $x^{*}$. Then, for sufficiently large $n \in \mathbb{N}$, it holds that

$$
\int_{D} g(x) e^{-n \phi(x)} \mathrm{d} x=\frac{(2 \pi)^{(d-1) / 2} \operatorname{det}\left(L_{\phi}^{-1}\left(L_{\phi}-L_{D}\right)\right)^{-1 / 2}}{n^{(d+1) / 2}\left\langle\mathfrak{H}_{x} \phi\left(x^{*}\right)^{-1} \nabla_{x} \phi\left(x^{*}\right), \nabla_{x} \phi\left(x^{*}\right)\right\rangle^{1 / 2}} g\left(x^{*}\right) e^{-n \phi\left(x^{*}\right)}(1+o(1)) .
$$

The proof of this is given by first applying the result from [15, Equation (8.3.63)] for Laplace-type integrals and then using the reformulation of the terms therein from [7, Equation (4.6)] with respect to the Weingarten map.

We shall check that the above conditions hold for the integral in (5.51). $D_{z} \cap B_{z}$ is bounded and for $z>m_{p, q}$, we can write $\partial D_{z}$ as the graph of the infinitely differentiable function $f:(0, \infty) \rightarrow(0, \infty)$ with $f\left(t_{1}\right)=z^{-p} t_{1}^{p / q}$ (see (5.24)), thus both $\partial D_{z}$ and $\partial\left(D_{z} \cap B_{z}\right)$ are differentiable planar curves. For $B_{z}$ chosen small enough such that $D_{z} \cap B_{z} \subset \operatorname{Dom}\left(\Lambda_{p}^{*}\right)$, by Lemma 2.2.1 and (5.9),it follows that $\Lambda_{p}^{*}$ is twice differentiable on $D_{z} \cap B_{z}$. From Lemma 2.2 .1 we also know that $\langle x, \tau\rangle-\Lambda_{p}(\tau)$ has a unique argument $\tau(x)$ of its supremum in $\tau$, i.e., $x-\nabla_{\tau} \Lambda_{p}(\tau)=0$ has a unique solution in $(x, \tau(x))$. Further, by Lemma 2.2.1 and Lemma 5.2.1 we have that $\mathcal{H}_{\tau} \Lambda_{p}(\tau)$ is invertible for all $\tau \in \operatorname{Dom}\left(\Lambda_{p}\right)$. Thus, it follows from the implicit function theorem that $x \mapsto \tau(x)$ is as differentiable in $x$ as $(x, \tau) \mapsto\left(x-\nabla_{\tau} \Lambda_{p}(\tau)\right)$ is in $\tau$, yielding that $\tau(x)$ is infinitely differentiable on $\operatorname{Dom}\left(\Lambda_{p}^{*}\right)$. Hence, we get that $\left(\operatorname{det} \mathfrak{H}_{x}\right)^{-1 / 2}=\left(\operatorname{det} \mathcal{H}_{\tau} \Lambda_{p}(\tau(x))^{-1 / 2}\right.$ is differentiable in $x$. Lastly, by Lemma 5.2.18, $z^{*} \in \partial\left(D_{z} \cap B_{z}\right)$ is the unique argument at which the infimum of $\Lambda_{p}^{*}$ on $\bar{D}_{z}$ and $\overline{D_{z} \cap B_{z}}$ is attained.
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Thus, in view of the above, we can use Proposition 5.2.27 for $D=D_{z} \cap B_{z} \subset \mathbb{R}^{2}$ with $g(x)=\left(\operatorname{det} \mathfrak{H}_{x}\right)^{-1 / 2}, \phi(x)=\Lambda_{p}^{*}(x)$, and $x^{*}=z^{*}$, to get that

$$
\begin{align*}
& \int_{D_{z} \cap B_{z}} h^{(n)}(x) \mathrm{d} x \\
= & \frac{n}{2 \pi} \frac{(2 \pi)^{1 / 2} \operatorname{det}\left(L_{\Lambda}^{-1}\left(L_{\Lambda}-L_{D}\right)\right)^{-1 / 2}\left(\operatorname{det} \mathfrak{H}_{z^{*}}\right)^{-1 / 2} e^{-n \Lambda_{p}^{*}\left(z^{*}\right)}}{n^{3 / 2}\left\langle\mathfrak{H}_{x} \Lambda_{p}^{*}\left(z^{*}\right)^{-1} \nabla_{x} \Lambda_{p}^{*}\left(z^{*}\right), \nabla_{x} \Lambda_{p}^{*}\left(z^{*}\right)\right\rangle^{1 / 2}}(1+o(1)), \tag{5.52}
\end{align*}
$$

for the respective Weingarten maps $L_{D}$ and $L_{\Lambda}$ at $z^{*}$ of the curves

$$
\mathscr{C}_{D}=\partial\left(D_{z} \cap B_{z}\right) \quad \text { and } \quad \mathscr{C}_{\Lambda}=\left\{x \in \mathbb{R}^{2}: \Lambda_{p}^{*}(x)=\Lambda_{p}^{*}\left(z^{*}\right)\right\}
$$

Via Lemma 5.2.1 we get

$$
\left\langle\mathfrak{H}_{x} \Lambda_{p}^{*}\left(z^{*}\right)^{-1} \nabla_{x} \Lambda_{p}^{*}\left(z^{*}\right), \nabla_{x} \Lambda_{p}^{*}\left(z^{*}\right)\right\rangle=\left\langle\mathfrak{H}_{z^{*}} \tau\left(z^{*}\right), \tau\left(z^{*}\right)\right\rangle .
$$

With the definition of $\xi(z)^{2}$ in (5.18) the integral in (5.52) hence simplifies to

$$
\begin{equation*}
\int_{D_{z} \cap B_{z}} h^{(n)}(x) \mathrm{d} x=\frac{1}{\sqrt{2 \pi n} \xi(z)}\left(\operatorname{det}\left(L_{\Lambda}^{-1}\left(L_{\Lambda}-L_{D}\right)\right)^{-1 / 2} e^{-n \Lambda_{p}^{*}\left(z^{*}\right)}(1+o(1)) .\right. \tag{5.53}
\end{equation*}
$$

It only remains to prove that $\operatorname{det}\left(L_{\Lambda}^{-1}\left(L_{\Lambda}-L_{D}\right)\right)=\kappa(z)^{2}$. We proceed to calculate the Weingarten maps of the curves $\mathscr{C}_{D}$ and $\mathscr{C}_{\Lambda}$ explicitly. As discussed in Section 5.2.2, the Weingarten map of a planar curve at a point $x$ reduces to the absolute value of its curvature in $x$. As previously mentioned, $\partial D_{z}$ is the graph of the function $f\left(t_{1}\right)=z^{-p} t_{1}^{p / q}$. Thus, the same holds locally for $\mathscr{C}_{D}=\partial\left(D_{z} \cap B_{z}\right)$ in a neighbourhood of $z^{*}$, so the curvature formula for graphs of functions in Corollary 5.2.10 ii) gives

$$
L_{D}=\frac{\left|f^{\prime \prime}\left(z^{q}\right)\right|}{\left(1+f^{\prime}\left(z^{q}\right)^{2}\right)^{3 / 2}}
$$

where

$$
f^{\prime}\left(t_{1}\right)^{2}=\left(p q^{-1} z^{-p} t_{1}^{p / q-1}\right)^{2} \Rightarrow f^{\prime}\left(z^{q}\right)^{2}=p^{2} q^{-2} z^{-2 q}
$$

and

$$
f^{\prime \prime}\left(t_{1}\right)=p q^{-1}\left(p q^{-1}-1\right) z^{-p} t_{1}^{p / q-2} \Rightarrow f^{\prime \prime}\left(z^{q}\right)=\left(p^{2}-p q\right) q^{-2} z^{-2 q}
$$

This yields

$$
\begin{equation*}
L_{D}=\frac{\left|\left(p^{2}-p q\right) q^{-2} z^{-2 q}\right|}{\left(1+p^{2} q^{-2} z^{-2 q}\right)^{3 / 2}}=\frac{\left|p q(p-q) z^{q}\right|}{\left(z^{2 q}+p^{2} q^{-2}\right)^{3 / 2}} . \tag{5.54}
\end{equation*}
$$

The curve $\mathscr{C}_{\Lambda}$ is the zero set of the function $F(x):=\Lambda_{p}^{*}(x)-\Lambda_{p}^{*}\left(z^{*}\right)$. From Lemma 5.2.1 we know that

$$
\left(F_{[1,0]}, F_{[0,1]}\right)=\left(\frac{\partial}{\partial x_{1}} \Lambda_{p}^{*}\left(z^{*}\right), \frac{\partial}{\partial x_{2}} \Lambda_{p}^{*}\left(z^{*}\right)\right)=\tau\left(z^{*}\right)
$$

and

$$
\left(\begin{array}{cc}
F_{[2,0]} & F_{[1,1]} \\
F_{[1,1]} & F_{[0,2]}
\end{array}\right)=\left(\begin{array}{cc}
\frac{\partial^{2}}{\partial x_{1}^{2}} \Lambda_{p}^{*}\left(z^{*}\right) & \frac{\partial^{2}}{\partial x_{2} \partial x_{1}} \Lambda_{p}^{*}\left(z^{*}\right) \\
\frac{\partial^{2}}{\partial x_{1} \partial x_{2}} \Lambda_{p}^{*}\left(z^{*}\right) & \frac{\partial^{2}}{\partial x_{2}^{2}} \Lambda_{p}^{*}\left(z^{*}\right)
\end{array}\right)=\mathfrak{H}_{z^{*}}^{-1}
$$

for derivatives $F_{[i, j]}=F_{[i, j]}\left(z^{*}\right)$ as in (2.1). Hence, by the curvature formula for implicit curves from Lemma 5.2.9 and Corollary 5.2.10 i), we get

$$
\begin{equation*}
L_{\Lambda}=\frac{\left|\tau\left(z^{*}\right)_{2}^{2}\left(\mathfrak{H}_{z^{*}}^{-1}\right)_{11}-2 \tau\left(z^{*}\right)_{1} \tau\left(z^{*}\right)_{2}\left(\mathfrak{H}_{z^{*}}^{-1}\right)_{12}+\tau\left(z^{*}\right)_{1}^{2}\left(\mathfrak{H}_{z^{*}}^{-1}\right)_{22}\right|}{\left(\tau\left(z^{*}\right)_{1}^{2}+\tau\left(z^{*}\right)_{2}^{2}\right)^{3 / 2}} . \tag{5.55}
\end{equation*}
$$

Since both $L_{D}$ and $L_{\Lambda}$ are one-dimensional, it follows from (5.54) and (5.55) that

$$
\operatorname{det}\left(L_{\Lambda}^{-1}\left(L_{\Lambda}-L_{D}\right)\right)=L_{\Lambda}^{-1}\left(L_{\Lambda}-L_{D}\right)=1-\frac{L_{D}}{L_{\Lambda}}=\kappa(z)^{2} .
$$

for $\kappa(z)^{2}$ as in (5.19). It now follows with (5.53) that

$$
\begin{equation*}
\int_{D_{z} \cap B_{z}} h^{(n)}(x) \mathrm{d} x=\frac{1}{\sqrt{2 \pi n} \xi(z) \kappa(z)} e^{-n \Lambda_{p}^{*}\left(z^{*}\right)}(1+o(1)) \tag{5.56}
\end{equation*}
$$

Comparing (5.56) with the upper bound of the integral outside of $B_{z}$ in (5.50), we can see that the integral over $B_{z}^{c}$ is negligible for large $n \in \mathbb{N}$. Thus, combining (5.49), (5.50), and (5.56) finishes the proof of Theorem 5.2.11.

### 5.2.9 Proof of the SLD results for $\ell_{p}^{n}$-balls

We now turn to proving Theorem 5.2.12, that is, consider $\|\mathscr{F}\|$ distributed in the $\ell_{p}^{n}$ ball according to $\mathbf{U}_{n, p}$. We assume the set-up of Theorem 5.2.12 and proceed similarly to the previous proof, using the reformulation of the target probability as a density integral over $\mathscr{D}_{z}$ from (5.26) in conjunction with the density approximation from Proposition 5.2.26. The resulting integral over $\mathscr{D}_{z}$ is again split into a neighbourhood of the minimizer of $\mathcal{I}_{\delta}$ over $\overline{\mathscr{D}}_{z}$ and its complement, which, according to Lemma 5.2.18, is
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attained at $z^{* *}=\left(z^{q}, 1,1\right)$. However, in this setting the integral approximation of Andriani and Baldi [7] from Proposition 5.2.27 is not applicable, as certain differentiability conditions are no longer met. Hence, for the integral within that neighbourhood we apply a result of Breitung and Hohenbichler [19], which yields a Laplace integral approximation under less restrictive differentiability conditions. This result is again geometric in nature, as the behaviour of the density on $\partial \mathscr{D}_{z}$ still heavily dictates the value of the overall approximation. However, since this result is formulated for a certain neighbourhood of the origin, we first need to construct a sufficient transformation, mapping our deviation area onto such a neighbourhood. After that, we calculate the specific approximation in the setting of $\ell_{p}^{n}$-balls.

Proof of Theorem 5.2.12. We assume the set-up of Theorem 5.2.12 and use the reformulation (5.26) to proceed by considering $\mathbb{P}\left(\mathcal{S}^{(n)} \in \mathscr{D}_{z}\right)$. Let $\mathscr{B}_{z} \subset \mathbb{R}^{3}$ be an open neighbourhood around $z^{* *}=\left(z^{q}, 1,1\right)$ small enough such that the first two coordinates of points within $\mathscr{B}_{z}$ lie in $\operatorname{Dom}\left(\Lambda_{p}^{*}\right)$ and the third is positive. Then it holds that

$$
\begin{equation*}
\mathbb{P}\left(\mathcal{S}^{(n)} \in \mathscr{D}_{z}\right)=\int_{\mathscr{D}_{z} \cap \mathscr{B}_{z}} \hbar^{(n)}(x, y) \mathrm{d} x \mathrm{~d} y+\int_{\mathscr{D}_{z} \cap \mathscr{B}_{z}^{c}} \hbar^{(n)}(x, y) \mathrm{d} x \mathrm{~d} y \tag{5.57}
\end{equation*}
$$

for $x=\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}$ and $y \in(0,1]$. As in the proof of Theorem 5.2.11, it follows from Lemma 5.2.18 ii) and the LDP in Proposition 5.2.5 that there is an $\eta>0$, such that

$$
\begin{equation*}
\mathbb{P}\left(\mathcal{S}^{(n)} \in \mathscr{D}_{z} \cap \mathscr{B}_{z}^{c}\right) \leq e^{-n \mathcal{I}_{\mathcal{S}}\left(z^{* *}\right)-n \eta}(1+o(1))=\frac{1}{e^{n \eta}} e^{-n \Lambda_{p}^{*}\left(z^{*}\right)}(1+o(1)) \tag{5.58}
\end{equation*}
$$

with $\mathcal{I}_{\delta}(t)=\left[\Lambda_{p}^{*}\left(t_{1}, t_{2}\right)-\log \left(t_{3}\right)\right]$ as defined in Lemma 5.2.6. We will again use this to show the comparative negligibility of the integral over $\mathscr{D}_{z} \cap \mathscr{B}_{z}^{c}$.

Let us now consider the first integral in (5.57). Since $z^{*} \in \operatorname{Dom}\left(\Lambda_{p}^{*}\right)$, for sufficiently small $\mathscr{B}_{z}$, we have that $x=\left(x_{1}, x_{2}\right) \in \operatorname{Dom}\left(\Lambda_{p}^{*}\right)$ and $y \in(0,1]$. By the density approximation from Proposition 5.2.26, it then holds that

$$
\begin{aligned}
\int_{\mathscr{D}_{z} \cap B_{z}} h^{(n)} & \left(x_{1}, x_{2}, y\right) \mathrm{d} x_{1} \mathrm{~d} x_{2} \mathrm{~d} y \\
& =\frac{n^{2}}{2 \pi} \int_{\mathscr{D}_{z} \cap B_{z}} y^{-1}\left(\operatorname{det} \mathfrak{H}_{x}\right)^{-1 / 2} e^{-n \mathcal{I}_{s}\left(x_{1}, x_{2}, y\right)} \mathrm{d} x_{1} \mathrm{~d} x_{2} \mathrm{~d} y(1+o(1)) .
\end{aligned}
$$

As we have seen in Lemma 5.2.18, $\mathcal{I}_{\delta}$ attains its infimum on $\overline{\mathscr{D}}_{z}$ at $z^{* *}$. However, we cannot use the result of Andriani and Baldi from Proposition 5.2.27 here, since at $z^{* *}$ the boundary of $\mathscr{D}_{z} \cap \mathscr{B}_{z}$ is not differentiable, and thereby not a smooth planar curve.

As a substitute we use the following asymptotic integral approximation result based on Breitung and Hohenbichler [19, Lemma 4], which gives a Laplace integral approximation very similar to that in Liao and Ramanan [85, v2, Lemma 5.1], but under weaker conditions. Note that this version of [19, Lemma 4] is not to be confused with that in Proposition 3.1.4, where the setting was simpler and merely one-dimensional.

Proposition 5.2.28 Let $F \subset \mathbb{R}^{3}$ be a compact set containing the origin in its interior. If
(a) $f: F \rightarrow \mathbb{R}$ and $g: F \rightarrow \mathbb{R}$ are continuous functions with $g(\mathbf{0}) \neq 0$, where $\mathbf{0}:=(0,0,0)$,
(b) $f(x)>f(\mathbf{0})$ for all $x \in F \cap\left(\mathbb{R}_{+}^{2} \times \mathbb{R}\right) \backslash\{\mathbf{0}\}$,
(c) there is a neighbourhood $V \subset F$ of $\mathbf{0}$ in which $f$ is twice continuously differentiable,
(d) $f_{[1,0,0]}>0, f_{[0,1,0]}>0$, and $f_{[0,0,2]}>0$, with $f_{[i, j, k]}=f_{[i, j, k]}(\mathbf{0})$ as in (2.1),
then it holds that

$$
\int_{F \cap\left(\mathbb{R}_{+}^{2} \times \mathbb{R}\right)} g(x) e^{-n f(x)} \mathrm{d} x=\frac{\sqrt{2 \pi}}{n^{5 / 2}} \frac{g\left(x^{*}\right)}{f_{[1,0,0]} f_{[0,1,0]} \sqrt{f_{[0,0,2]}}} e^{-n f\left(x^{*}\right)}(1+o(1)) .
$$

Remark 5.2.29 This is the result from [19, Lemma 4] for $n=3, k=2$ and functions $g$ and $(-f)$ instead of $h$ and $f$. The parameter $\lambda$ from [19, Lemma 4] in our setting is replaced by the integer $n \in \mathbb{N}$. Furthermore, a typo within said result has been corrected, namely the sum in [19, Equation (11)] is replaced by a product (compare proof therein). This proposition is quite close to [85, v2, Lemma 5.1], but does not require the same level of smoothness of $f$ and $g$, and $g$ does not depend on $n \in \mathbb{N}$.

To apply this, we use a transformation of $\mathscr{D}_{z} \cap \mathscr{B}_{z}$, mapping $z^{* *}=\left(z^{q}, 1,1\right)$ to $\mathbf{0}$. Consider

$$
\mathfrak{I}: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3} \quad \text { with } \quad \Im\left(x_{1}, x_{2}, y\right)=\left(y^{q} x_{1}-z^{q} x_{2}^{q / p}, 1-y, x_{2}-1\right)=\left(t_{1}, t_{2}, t_{3}\right) .
$$

It then holds that

$$
\mathfrak{I}\left(z^{* *}\right)=\mathbf{0} \quad \text { and } \quad \Im\left(\mathscr{D}_{z}\right)=\tilde{\mathscr{D}}_{z}:=\left\{t \in \mathbb{R}^{3}: t_{1}>0, t_{2} \in[0,1), t_{3}>-1\right\} .
$$
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Furthermore, in a neighbourhood of $z^{* *}$ small enough such that $t_{2}<1, \mathfrak{I}$ is invertible with

$$
\mathfrak{I}^{-1}\left(t_{1}, t_{2}, t_{3}\right)=\left(\frac{t_{1}+z^{q}\left(t_{3}+1\right)^{q / p}}{\left(1-t_{2}\right)^{q}}, t_{3}+1,1-t_{2}\right) .
$$

Let us calculate the Jacobian of $\mathfrak{I}^{-1}$ :

$$
J_{t} \mathfrak{I}^{-1}(t)=\left(\begin{array}{ccc}
\frac{1}{\left(1-t_{2}\right)^{q}} & \frac{q\left(t_{1}+z^{q}\left(t_{3}+1\right)^{q / p}\right)}{\left(1-t_{2}\right)^{q+1}} & \frac{z^{q} \frac{q}{p}\left(t_{3}+1\right)^{q / p-1}}{\left(1-t_{2}\right)^{q}}  \tag{5.59}\\
0 & 0 & 1 \\
0 & -1 & 0
\end{array}\right)
$$

Thus, we have that $\left|\operatorname{det} J_{t} \mathfrak{I}^{-1}(t)\right|=\left(1-t_{2}\right)^{-q}$. We set $\mathcal{g}\left(x_{1}, x_{2}, y\right):=y^{-1}\left(\operatorname{det} \mathfrak{H}_{x}\right)^{-1 / 2}$, as well as $\tilde{\mathscr{B}}_{z}:=\mathfrak{I}\left(\mathscr{B}_{z}\right)$, and transform the area of integration via $\mathfrak{I}^{-1}$, yielding

$$
\begin{aligned}
\mathbb{P}\left(\mathcal{S}^{(n)} \in \mathscr{D}_{z} \cap \mathscr{B}_{z}\right) & =\int_{\mathscr{D}_{z} \cap \mathscr{B}_{z}} h^{(n)}\left(x_{1}, x_{2}, y\right) \mathrm{d} x \mathrm{~d} y \\
& =\frac{n^{2}}{2 \pi} \int_{\mathscr{D}_{z} \cap \mathscr{B}_{z}} y^{-1}\left(\operatorname{det} \mathfrak{H}_{x}\right)^{-1 / 2} e^{-n\left[\Lambda_{p}^{*}\left(x_{1}, x_{2}\right)-\log (y)\right]} \mathrm{d} x \mathrm{~d} y(1+o(1)) \\
& =\frac{n^{2}}{2 \pi} \int_{\mathscr{D}_{z} \cap \mathscr{B}_{z}} g\left(x_{1}, x_{2}, y\right) e^{-n \mathcal{I}_{\delta}\left(x_{1}, x_{2}, y\right)} \mathrm{d} x \mathrm{~d} y(1+o(1)) \\
& =\frac{n^{2}}{2 \pi} \int_{\tilde{\mathscr{D}}_{z} \cap \tilde{\mathscr{B}}_{z}} q \circ \mathfrak{I}^{-1}(t) e^{-n \mathcal{I}_{\delta} \circ \mathcal{I}^{-1}(t)}\left(1-t_{2}\right)^{-q} \mathrm{~d} t(1+o(1))
\end{aligned}
$$

We now set $\tilde{g}(t):=\left(1-t_{2}\right)^{-q} q \circ \mathfrak{I}^{-1}(t)$ and $\tilde{f}(t):=\mathcal{I}_{\delta} \circ \mathfrak{I}^{-1}(t)$, then

$$
\begin{equation*}
\mathbb{P}\left(\mathcal{S}^{(n)} \in \mathscr{D}_{z} \cap \mathscr{B}_{z}\right)=\frac{n^{2}}{2 \pi} \int_{\tilde{\mathscr{D}}_{z} \cap \tilde{\mathscr{B}}_{z}} \tilde{g}(t) e^{-n \tilde{f}(t)} \mathrm{d} t(1+o(1)) . \tag{5.60}
\end{equation*}
$$

We intend to apply Proposition 5.2.28 to the integral in (5.60). It holds that $\tilde{\mathscr{D}}_{z} \cap \tilde{\mathscr{B}}_{z}$ is bounded and since the value of the integral is the same if we integrate over the open set $\tilde{\mathscr{B}}_{z}$ or its closure, we will continue to work with $\tilde{\mathscr{B}}_{z}$. Further, we have that $\tilde{\mathscr{B}}_{z}$ contains the origin in its (relative) interior, as the interior point $z^{* *}$ of $\mathscr{B}_{z}$ is again mapped by the continuous function $\mathfrak{I}$ onto an interior point, which is $\mathfrak{I}\left(z^{* *}\right)=\mathbf{0}$. Since we have chosen the neighbourhood $\mathscr{B}_{z}$ of $z^{* *}$ small enough for $\tilde{\mathscr{B}}_{z}$ to not contain $\left(t_{1}, 1, t_{3}\right)$, it holds that

$$
\tilde{g}(t)=\left(1-t_{2}\right)^{-q}\left[\left(1-t_{2}\right)^{-1}\left(\operatorname{det} \mathfrak{H}_{\left(\mathfrak{J}^{-1}(t)_{1}, \mathfrak{J}^{-1}(t) 3\right)}\right)^{-1 / 2}\right]
$$

is also differentiable on $\tilde{\mathscr{D}}_{z} \cap \tilde{\mathscr{B}}_{z}$ as a composition of differentiable functions, and is thereby continuous on $\tilde{\mathscr{B}}_{z}$. The differentiability of $\mathfrak{I}^{-1}$, together with that of $\Lambda_{p}^{*}$ given by Lemma 2.2.1, yields the differentiability (and thereby the continuity) of $\tilde{f}(t):=$ $\mathcal{I}_{\delta} \circ \mathfrak{I}^{-1}(t)$ on $\tilde{\mathscr{B}}_{z}$. It holds furthermore that

$$
\begin{equation*}
\tilde{g}(\mathbf{0})=\left(\operatorname{det} \mathfrak{H}_{z^{*}}\right)^{-1 / 2} \tag{5.61}
\end{equation*}
$$

which is positive, since $\mathfrak{H}_{z^{*}}$ is positive definite on $\operatorname{Dom}\left(\Lambda_{p}^{*}\right)$, as argued in Section 5.2.8. Again, for $\mathscr{B}_{z}$ small enough, it also holds (up to a null set) that $\tilde{\mathscr{B}}_{z} \cap\left(\mathbb{R}_{+}^{2} \times \mathbb{R}\right)=\tilde{\mathscr{P}}_{z} \cap \tilde{\mathscr{D}}_{z}$, on which we know from Lemma 5.2 .18 that $\mathbf{0}=\Im\left(z^{* *}\right)$ is the unique infimum of $\tilde{f}$ since

$$
\begin{equation*}
\tilde{f}(\mathbf{0})=\mathcal{I}_{\mathcal{S}} \circ \mathfrak{I}^{-1}(\mathbf{0})=\mathcal{I}_{\delta}\left(z^{* *}\right)=\Lambda_{p}^{*}\left(z^{*}\right) . \tag{5.62}
\end{equation*}
$$

We can see from (5.59) that all partial derivatives of $\mathfrak{I}^{-1}$ are themselves continuously differentiable in a sufficiently small neighbourhood of $\mathbf{0}$. Thereby, $\mathfrak{I}^{-1}$ is twice continuously differentiable in such a neighbourhood. The two-fold continuous differentiability of $\Lambda_{p}^{*}$ on $\operatorname{Dom}\left(\Lambda_{p}^{*}\right)$ has already been shown in the proof of Theorem 5.2.11. Finally, by Lemma 5.2.1 i), it holds that

$$
\begin{aligned}
\nabla_{\left(x_{1}, x_{2}, y\right)} \mathcal{I}_{\mathcal{S}}\left(z^{* *}\right) & =\left.\left(\frac{\partial}{\partial x_{1}} \Lambda_{p}^{*}\left(x_{1}, x_{2}\right), \frac{\partial}{\partial x_{2}} \Lambda_{p}^{*}\left(x_{1}, x_{2}\right),-\frac{1}{y}\right)\right|_{\left(x_{1}, x_{2}, y\right)=z^{* *}} \\
& =\left.\left(\tau(x)_{1}, \tau(x)_{2},-\frac{1}{y}\right)\right|_{\left(x_{1}, x_{2}, y\right)=z^{* *}} \\
& =\left(\tau\left(z^{*}\right)_{1}, \tau\left(z^{*}\right)_{2},-1\right)
\end{aligned}
$$

from which we can deduce that

$$
\begin{align*}
\nabla_{t} \tilde{f}(\mathbf{0}) & =\nabla_{\left(x_{1}, x_{2}, y\right)} \mathcal{I}_{\delta}\left(z^{* *}\right) J_{t} \mathfrak{\Im}^{-1}(\mathbf{0}) \\
& =\left(\tau\left(z^{*}\right)_{1}, \tau\left(z^{*}\right)_{2},-1\right)\left(\begin{array}{ccc}
1 & q z^{q} & z^{q} \frac{q}{p} \\
0 & 0 & 1 \\
0 & -1 & 0
\end{array}\right) \\
& =\left(\tau\left(z^{*}\right)_{1}, q z^{q} \tau\left(z^{*}\right)_{1}+1, z^{q} \frac{q}{p} \tau\left(z^{*}\right)_{1}+\tau\left(z^{*}\right)_{2}\right) \tag{5.63}
\end{align*}
$$

It thereby follows that $\nabla_{t} \tilde{f}(\mathbf{0}) \neq \mathbf{0}$, as the first two components cannot be equal to zero simultaneously. But since $\tilde{f}(t)$ attains its infimum on $\tilde{\mathscr{B}}_{z} \cap\left(\mathbb{R}_{+}^{2} \times \mathbb{R}\right)$ in $t=\mathbf{0}$, it holds that $\tilde{f}_{[1,0,0]}>0$ and $\tilde{f}_{[0,1,0]}>0$, as otherwise a step into either direction $t_{1}$ or $t_{2}$ would maintain or decrease the value of $\tilde{f}$, contradicting the unique infimum property.
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On the other hand, by the same argument it has to hold that $\tilde{f}_{[0,0,1]}=0$ and $\tilde{f}_{[0,0,2]}>0$, as otherwise a step into either direction $t_{3}$ or $\left(-t_{3}\right)$ would maintain or decrease $\tilde{f}$, again contradicting the unique infimum property of $\mathbf{0}$. Hence, we have shown all conditions for Proposition 5.2.28, whereby it now follows for the integral in (5.60) that

$$
\begin{align*}
\mathbb{P}\left(\mathcal{S}^{(n)} \in \mathscr{D}_{z} \cap \mathscr{B}_{z}\right) & =\frac{n^{2}}{2 \pi} \int_{\tilde{\mathscr{D}}_{z} \cap \tilde{\mathscr{B}}_{z}} \tilde{g}(t) e^{-n \tilde{f}(t)} \mathrm{d} t(1+o(1)) \\
& =\frac{n^{2}}{2 \pi} \int_{\tilde{\mathscr{B}}_{z} \cap\left(\mathbb{R}_{+}^{2} \times \mathbb{R}\right)} \tilde{g}(t) e^{-n \tilde{f}(t)} \mathrm{d} t(1+o(1)) \\
& =\frac{1}{\sqrt{2 \pi n}} \frac{\tilde{g}(\mathbf{0})}{\tilde{f}_{[1,0,0]} \tilde{f}_{[0,1,0]} \sqrt{\tilde{f}_{[0,0,2]}}} e^{-n \tilde{f}(\mathbf{0})}(1+o(1)) . \tag{5.64}
\end{align*}
$$

The final term that remains to be calculated explicitly is $\tilde{f}_{[0,0,2]}$, as $\tilde{f}_{[1,0,0]}$ and $\tilde{f}_{[0,1,0]}$ are given in (5.63). We start by noting that

$$
\left.\frac{\partial}{\partial t_{3}} \mathfrak{I}^{-1}(t)\right|_{t=\mathbf{0}}=\left.\left(\frac{z^{q} \frac{q}{p}\left(t_{3}+1\right)^{q / p-1}}{\left(1-t_{2}\right)^{q}}, 1,0\right)\right|_{t=\mathbf{0}}=\left(z^{q} \frac{p}{q}, 1,0\right)
$$

and

$$
\left.\frac{\partial^{2}}{\partial t_{3}^{2}} \mathfrak{I}^{-1}(t)\right|_{t=\mathbf{0}}=\left.\left(\frac{z^{q} \frac{q}{p}\left(\frac{q}{p}-1\right)\left(t_{3}+1\right)^{q / p-2}}{\left(1-t_{2}\right)^{q}}, 0,0\right)\right|_{t=\mathbf{0}}=\left(\frac{z^{q} q^{2}}{p^{2}}-\frac{z^{q} q}{p}, 0,0\right)
$$

By Lemma 5.2.1 ii), we get that

$$
\mathcal{H}_{\left(x_{1}, x_{2}, y\right)} \mathcal{I}_{\delta}\left(z^{* *}\right)=\left(\begin{array}{ccc}
\left(\mathfrak{H}_{z^{*}}^{-1}\right)_{11} & \left(\mathfrak{H}_{z^{*}}^{-1}\right)_{12} & 0 \\
\left(\mathfrak{H}_{z^{*}}^{-1}\right)_{21} & \left(\mathfrak{H}_{z^{*}}^{-1}\right)_{22} & 0 \\
0 & 0 & y^{-2}
\end{array}\right)
$$

It thereby follows that

$$
\begin{aligned}
\tilde{f}_{[0,0,2]} & =\frac{\partial^{2}}{\partial^{2} t_{3}} \mathcal{I}_{\mathcal{S}} \circ \mathfrak{I}^{-1}(\mathbf{0}) \\
& =\left.\frac{\partial}{\partial t_{3}}\left[\nabla_{\left(x_{1}, x_{2}, y\right)} \mathcal{I}_{\delta}\left(\mathfrak{I}^{-1}(t)\right) \frac{\partial}{\partial t_{3}} \mathfrak{I}^{-1}(t)\right]\right|_{t=\mathbf{0}} \\
& =\left.\frac{\partial}{\partial t_{3}}\left[\nabla_{\left(x_{1}, x_{2}, y\right)} \mathcal{I}_{\delta}\left(\mathfrak{I}^{-1}(t)\right)\right]\right|_{t=\mathbf{0}} \frac{\partial}{\partial t_{3}} \mathfrak{I}^{-1}(\mathbf{0})+\nabla_{\left(x_{1}, x_{2}, y\right)} \mathcal{I}_{\delta}\left(z^{* *}\right) \frac{\partial^{2}}{\partial t_{3}^{2}} \mathfrak{I}^{-1}(\mathbf{0})
\end{aligned}
$$

$$
\begin{align*}
& =\left(z^{q} \frac{q}{p}, 1,0\right) \mathcal{H}_{\left(x_{1}, x_{2}, y\right)} \mathcal{I}_{\delta}\left(z^{* *}\right)\left(z^{q} \frac{q}{p}, 1,0\right) \\
& \quad+\left(\tau\left(z^{*}\right)_{1}, \tau\left(z^{*}\right)_{2},-1\right)\left(\frac{z^{q} q^{2}}{p^{2}}-\frac{z^{q} q}{p}, 0,0\right) \\
& =\left(\frac{z^{q} q}{p}, 1,0\right)\left(\frac{z^{q} q}{p}\left(\mathfrak{H}_{z^{*}}^{-1}\right)_{11}+\left(\mathfrak{H}_{z^{*}}^{-1}\right)_{12}, \frac{z^{q} q}{p}\left(\mathfrak{H}_{z^{*}}^{-1}\right)_{21}+\left(\mathfrak{H}_{z^{*}}^{-1}\right)_{22}, 0\right) \\
& \quad+\tau\left(z^{*}\right)_{1}\left(\frac{z^{q} q^{2}}{p^{2}}-\frac{z^{q} q}{p}\right) \\
& =\frac{z^{2 q} q^{2}}{p^{2}}\left(\mathfrak{H}_{z^{*}}^{-1}\right)_{11}+\frac{2 z^{q} q}{p}\left(\mathfrak{H}_{z^{*}}^{-1}\right)_{12}+\left(\mathfrak{H}_{z^{*}}^{-1}\right)_{22}+\tau\left(z^{*}\right)_{1}\left(\frac{z^{q} q^{2}}{p^{2}}-\frac{z^{q} q}{p}\right) \cdot( \tag{5.65}
\end{align*}
$$

Plugging the terms from (5.61), (5.63) and (5.65) into the fraction in (5.64) yields

$$
\begin{align*}
& \frac{\tilde{g}(\mathbf{0})}{\tilde{f}_{[1,0,0]} \tilde{f}_{[0,1,0]} \sqrt{\left|\tilde{f}_{[0,0,2]}\right|}} \\
= & \left(\operatorname{det} \mathfrak{H}_{z^{*}}\right)^{-1 / 2}\left(\tau\left(z^{*}\right)_{1}\right)^{-1}\left(q z^{q} \tau\left(z^{*}\right)_{1}+1\right)^{-1} \\
& \times\left[\frac{z^{2 q} q^{2}}{p^{2}}\left(\mathfrak{H}_{z^{*}}^{-1}\right)_{11}+\frac{2 z^{q} q}{p}\left(\mathfrak{H}_{z^{*}}^{-1}\right)_{12}+\left(\mathfrak{H}_{z^{*}}^{-1}\right)_{22}+\tau\left(z^{*}\right)_{1}\left(\frac{z^{q} q^{2}}{p^{2}}-\frac{z^{q} q}{p}\right)\right]^{-1 / 2} \\
= & {\left[\operatorname{det} \mathfrak{H}_{z^{*}}\left(\tau\left(z^{*}\right)_{1}\right)^{2}\left(q z^{q} \tau\left(z^{*}\right)_{1}+1\right)^{2}\right.} \\
& \left.\times\left(\frac{z^{2 q} q^{2}}{p^{2}}\left(\mathfrak{H}_{z^{*}}^{-1}\right)_{11}+\frac{2 z^{q} q}{p}\left(\mathfrak{H}_{z^{*}}^{-1}\right)_{12}+\left(\mathfrak{H}_{z^{*}}^{-1}\right)_{22}+\tau\left(z^{*}\right)_{1} \frac{z^{q} q(q-p)}{p^{2}}\right)\right]^{-1 / 2} \\
= & \gamma(z)^{-1}, \tag{5.66}
\end{align*}
$$

with $\gamma(z)$ as in (5.20). Hence, it follows with (5.62), (5.64), and (5.66) that

$$
\begin{equation*}
\mathbb{P}\left(\mathcal{S}^{(n)} \in \mathscr{D}_{z} \cap \mathscr{B}_{z}\right)=\frac{1}{\sqrt{2 \pi n} \gamma(z)} e^{-n \Lambda_{p}^{*}\left(z^{*}\right)}(1+o(1)) . \tag{5.67}
\end{equation*}
$$

Combining (5.57) with the two integral estimates from (5.58) and (5.67) shows that the integral over the complement of $\mathscr{B}_{z}$ can be comparatively neglected and it follows

$$
\mathbb{P}\left(n^{1 / p-1 / q}\left\|\mathscr{Z}^{(n)}\right\|_{q}>z\right)=\mathbb{P}\left(\mathcal{S}^{(n)} \in \mathscr{D}_{z} \cap \mathscr{B}_{z}\right)=\frac{1}{\sqrt{2 \pi n} \gamma(z)} e^{-n \Lambda_{p}^{*}\left(z^{*}\right)}(1+o(1)),
$$

which proves the second main result of this section for $\ell_{p}^{n}$-balls.
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### 5.3 Sharpening the $p$-AGM inequality using SLDs

In this section we use sharp large deviation results to derive improvements for a probabilistic version of the $p$-generalized arithmetic-geometric mean ( $p$-AGM) inequality, expanding on works of Kabluchko, Prochno, and Vysotsky [66] and Thäle [111]. We will begin by laying out the setting and the main results of this section and then proceed to prove them via the same three-pronged approach of the proof in the previous section, i.e., giving probabilistic representations for the target variables, deriving asymptotic density estimates for those representations, and then integrating over those densities using the geometric Laplace integration results of Andriani and Baldi [7] to finish the proof. Due to the similar nature of Section 5.2 and Section 5.3, we refer to proofs in the former whenever possible for the sake of brevity.

The well-established AGM inequality states that for $n \in \mathbb{N}$ and $x_{1}, \ldots, x_{n} \in \mathbb{R}^{n}$

$$
\left(\prod_{i=1}^{n}\left|x_{i}\right|\right)^{1 / n} \leq \frac{1}{n} \sum_{i=1}^{n}\left|x_{i}\right|,
$$

which can be generalized for some $p>0$ to

$$
\begin{equation*}
\left(\prod_{i=1}^{n}\left|x_{i}\right|\right)^{1 / n} \leq\left(\frac{1}{n} \sum_{i=1}^{n}\left|x_{i}\right|^{p}\right)^{1 / p} \tag{5.68}
\end{equation*}
$$

referred to as the $p$-generalized AGM inequality. As layed out in Section 1.2, if the vector one applies the inequality to is chosen randomly from $\mathbb{B}_{p}^{n}$ with directional distribution $\mathbf{C}_{n, p}$, the $p$-AGM inequality can be improved or reversed up to a respective scalar constant with high probability. By a random vector $X^{(n)} \in \mathbb{B}_{p}^{n}$ having directional distribution $\mathbf{C}_{n, p}$ we mean that there is a distribution $\mathbf{R}$ on $[0,1]$ with $\mathbf{R}(\{0\})=0$ such that for a random variable $R$ with distribution $\mathbf{R}$ and a random variable $Z^{(n)}$ with distribution $\mathbf{C}_{n, p}$ independent of $R$ we have that

$$
\begin{equation*}
X^{(n)} \stackrel{\mathcal{D}}{=} R \cdot Z^{(n)} . \tag{5.69}
\end{equation*}
$$

This can also be expanded to sequences of $p$-radial distributions $\left(\mathbf{R}^{(n)}\right)_{n \in \mathbb{N}}$, if the limiting distribution also has no atom at zero. Furthermore, note that it can be conjectured that all such distributions are already characterized by the class of $p$-radial distributions $\mathbf{P}_{n, p, \mathbf{W}}$ from Proposition 2.4.4, however, it has not been proven at this point that this is in fact the case. The relevant quantity to consider when deriving such a result is the ratio of the two sides of the inequality in (5.68), which is analyzed with respect to is distributional properties. For a random vector $X^{(n)} \in \mathbb{B}_{p}^{n}$ with directional
distribution $\mathbf{C}_{n, p}$ and $p$-radial distribution $\mathbf{R}$ without an atom at zero we now want to give sharp asymptotics for the probability that the ratio of the two sides of the $p$-AGM inequality is, respectively, bigger or smaller than a constant $\theta \in[0,1]$. Effectively this means that we provide asymptotically exact estimates on a non-logarithmic scale for the probability of the $p$-AGM inequality being improvable or reversible up to a constant, respectively.

To state this section's main result, we define the following functions: For $\tau \in \mathbb{R}^{2}$, set

$$
\begin{equation*}
\tilde{\Lambda}_{p}(\tau):=\log \int_{\mathbb{R}} e^{\tau_{1} \log (|y|)+\tau_{2}|y|^{p}} f_{\mathbf{N}_{p}}(y) \mathrm{d} y \tag{5.70}
\end{equation*}
$$

and denote by $\tilde{\Lambda}_{p}^{*}$ the Legendre-Fenchel transform of $\tilde{\Lambda}_{p}$, where we employ the notation " $\tilde{\Lambda}_{p}$ " etc. to avoid confusion with $\Lambda_{p}$ from (5.8). However, the two functions are indeed very similar to each other, as only the first summand in the exponent of $\Lambda_{p}$ from (5.8) is exchanged from $|y|^{q}$ to $\log (|y|)$. Hence, we will often refer to arguments from Section 5.2 regarding $\Lambda_{p}$ when making the same point for $\tilde{\Lambda}_{p}$ if the argument remains the same. As we will see in Section 5.3.1, $\tilde{\Lambda}_{p}$ is the cumulant generating function of the probabilistic representation used in this section, so by Lemma 2.2.1 there is a $\tau(x) \in \operatorname{Dom}\left(\tilde{\Lambda}_{p}\right)$ for every $x \in \operatorname{Dom}\left(\tilde{\Lambda}_{p}^{*}\right)$, such that

$$
\tilde{\Lambda}_{p}^{*}(x)=\langle x, \tau(x)\rangle-\tilde{\Lambda}_{p}(\tau(x))
$$

For $x \in \operatorname{Dom}\left(\tilde{\Lambda}_{p}^{*}\right)$ set

$$
\begin{equation*}
\tilde{\mathfrak{H}}_{x}:=\mathcal{H}_{\tau} \tilde{\Lambda}_{p}(\tau(x)) \tag{5.71}
\end{equation*}
$$

analogue to (5.10). By the same arguments as in Lemma 5.2.1 it holds that

$$
\begin{equation*}
\nabla_{x} \tilde{\Lambda}_{p}^{*}(x)=\tau(x), \quad \text { and } \quad \mathcal{H}_{x} \tilde{\Lambda}_{p}^{*}(x)=\tilde{\mathfrak{H}}_{x}^{-1} \tag{5.72}
\end{equation*}
$$

For $x>0$ we define the digamma function $\psi$ and a constant $m_{p}$ based on $p$ and $\psi$ as

$$
\psi(x):=\frac{\Gamma^{\prime}(x)}{\Gamma(x)}, \quad \text { and } \quad m_{p}:=\frac{1}{p}\left(\psi\left(\frac{1}{p}\right)+\log (p)\right)<0 .
$$

As Section 5.3.1 will show, $e^{m_{p}}$ is the limit towards which the expectations of the ratio of the $p$-AGM inequality converge in $n \in \mathbb{N}$, thereby filling the same role as $m_{p, q}$ from (5.5) in Section 5.2. Furthermore, we define the prefactor functions $\tilde{\xi}(\theta)$ and $\tilde{\kappa}(\theta)$ for $\theta \in[0,1]$. For $\theta \in(0,1]$, we denote $\theta^{*}:=(\log \theta, 1) \in \mathbb{R}^{2}$ and for $\theta \in(0,1)$ set

$$
\tilde{\xi}(\theta)^{2}:=\left\langle\tilde{\mathfrak{H}}_{\theta^{*}} \tau\left(\theta^{*}\right), \tau\left(\theta^{*}\right)\right\rangle \operatorname{det} \tilde{\mathfrak{H}}_{\theta^{*}}
$$

and

$$
\tilde{\kappa}(\theta)^{2}:=1-c_{\tilde{\kappa}}(\theta),
$$

with $c_{\tilde{\kappa}}(\theta)$ given by

$$
\frac{\left(\tau\left(\theta^{*}\right)_{1}^{2}+\tau\left(\theta^{*}\right)_{2}^{2}\right)^{3 / 2} p^{2} e^{p \theta} \theta^{-p}}{\left|\tau\left(\theta^{*}\right)_{2}^{2}\left(\tilde{\mathfrak{H}}_{\theta^{*}}^{-1}\right)_{11}-2 \tau\left(\theta^{*}\right)_{1} \tau\left(\theta^{*}\right)_{2}\left(\tilde{\mathfrak{H}}_{\theta^{*}}^{-1}\right)_{12}+\tau\left(\theta^{*}\right)_{1}^{2}\left(\tilde{\mathfrak{H}}_{\theta^{*}}^{-1}\right)_{22}\right|\left(1+p^{2} e^{2 p \theta} \theta^{-2 p}\right)^{3 / 2}}
$$

With the necessary definitions and notation set up, we now proceed to formulate the main result of Section 5.3.

Theorem 5.3.1 Let $1 \leq p<\infty, n \in \mathbb{N}$, and $X^{(n)}$ be a random vector in $\mathbb{B}_{p}^{n}$ with directional distribution $\mathbf{C}_{n, p}$ in the sense of (5.69). It then holds
i) for $\theta \in\left(e^{m_{p}}, 1\right)$ and $n$ sufficiently large that

$$
\mathbb{P}\left[\left(\prod_{i=1}^{n}\left|X_{i}^{(n)}\right|\right)^{1 / n}>\theta \cdot\left(\sum_{i=1}^{n}\left|X_{i}^{(n)}\right|\right)^{1 / p}\right]=\frac{1}{\sqrt{2 \pi n} \tilde{\kappa}(\theta) \tilde{\xi}(\theta)} e^{-n \mathcal{I}_{p}(\theta)}(1+o(1))
$$

ii) and for $\theta \in\left(0, e^{m_{p}}\right)$ and $n$ sufficiently large that

$$
\mathbb{P}\left[\left(\prod_{i=1}^{n}\left|X_{i}^{(n)}\right|\right)^{1 / n}<\theta \cdot\left(\sum_{i=1}^{n}\left|X_{i}^{(n)}\right|\right)^{1 / p}\right]=\frac{1}{\sqrt{2 \pi n} \tilde{\kappa}(\theta) \tilde{\xi}(\theta)} e^{-n \mathcal{I}_{p}(\theta)}(1+o(1))
$$

where

$$
\begin{align*}
\mathcal{I}_{p}(\theta):= & {\left[p G_{p}(\theta)-1\right] \log (\theta)+G_{p}(\theta)\left[\log G_{p}(\theta)-1\right]-\log \Gamma\left(G_{p}(\theta)\right) } \\
& +\frac{1}{p}(1+\log (p))+\log \Gamma\left(\frac{1}{p}\right) \tag{5.73}
\end{align*}
$$

with $G_{p}(\theta):=H^{-1}(p \log (\theta))$, where $H:(0, \infty) \rightarrow(-\infty, 0)$ is an increasing bijection given by

$$
\begin{equation*}
H(x):=\psi(x)-\log (x) . \tag{5.74}
\end{equation*}
$$

The two parts of the above theorem describe the decay of the probability that the $p$-AGM inequality is either reversible with a prefactor $\theta \in\left(e^{m_{p}}, 1\right)$ [part i)] or can be sharpened with a prefactor $\theta \in\left(0, e^{m_{p}}\right)$ [part ii)]. Conversely, their respective opposites, i.e., the probabilities that the inequality can be reversed with a prefactor $\theta \in\left(0, e^{m_{p}}\right)$ or sharpened with a prefactor $\theta \in\left(e^{m_{p}}, 1\right)$ tend to 1 in $n \in \mathbb{N}$. This will be pointed out in further detail in Section 5.3.1.

Note that this result is not dependent on the $p$-radial distribution of $X^{(n)}$, as is also the case in $[66,111]$, even though SLD results usually tend to be more sensitive to the idiosyncrasies of the underlying distributions.

These results are consistent with the LDP of Kabluchko, Prochno, and Vysotsky, as taking the logarithm of the probability in the above theorem, dividing by $n$, and then considering the limit, yields what they have shown in [66, Theorem 1.2], namely that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \log \mathbb{P}\left[\left(\prod_{i=1}^{n}\left|X_{i}^{(n)}\right|\right)^{1 / n}>\theta \cdot\left(\sum_{i=1}^{n}\left|X_{i}^{(n)}\right|\right)^{1 / p}\right]=-\mathcal{I}_{p}(\theta) \tag{5.75}
\end{equation*}
$$

for $\theta \in\left(e^{m_{p}}, 1\right)$ and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \log \mathbb{P}\left[\left(\prod_{i=1}^{n}\left|X_{i}^{(n)}\right|\right)^{1 / n}>\theta \cdot\left(\sum_{i=1}^{n}\left|X_{i}^{(n)}\right|\right)^{1 / p}\right]=-\mathcal{I}_{p}(\theta) \tag{5.76}
\end{equation*}
$$

for $\theta \in\left(0, e^{m_{p}}\right)$. However, we do provide a refinement of their findings in the classic sense of sharp large deviation results refining LDPs, as layed out in Section 5.1: Theorem 5.3.1 gives estimates on a non-logarithmic scale and we can thereby give concrete and asymptotically exact probability estimates for the reversibility and improvability of the $p$-AGM inequality for a specific (sufficiently large) $n \in \mathbb{N}$, whereas on the logarithmic scale of an LDP, as in (5.75) and (5.76), this is not possible and the prefactor in Theorem 5.3.1 vanishes.

### 5.3.1 Probabilistic representation for $p$-AGM ratios

We now turn to the first of the three steps in proving Theorem 5.3.1, which is providing a probabilistic representation for the ratio of the two sides of the $p$-AGM inequality in terms of $p$-generalized Gaussian random vectors. Furthermore, the large deviation results of Kabluchko, Prochno, and Vysotsky [66] for this ratio will be given explicitly and expanded to general distributions with directional component $\mathbf{C}_{n, p}$.

For a random vector $X^{(n)} \in \mathbb{B}_{p}^{n}$ with directional distribution $\mathbf{C}_{n, p}$ in the sense of (5.69) the main variable of interest is the ratio of the two sides of the $p$-AGM inequality given as

$$
\begin{equation*}
\mathcal{R}_{n}:=\frac{\left(\prod_{i=1}^{n}\left|X_{i}^{(n)}\right|\right)^{1 / n}}{\left(\frac{1}{n} \sum_{i=1}^{n}\left|X_{i}^{(n)}\right|^{p}\right)^{1 / p}} . \tag{5.77}
\end{equation*}
$$

We want to formulate the target probabilities $\mathbb{P}\left(\mathcal{R}_{n}>\theta\right)$ and $\mathbb{P}\left(\mathcal{R}_{n}<\theta\right)$ via a random vector $Y^{(n)}$ with $p$-generalized Gaussian distribution $\mathbf{N}_{p}$ of its coordinates. It directly follows from Proposition 2.4 .2 for a random vector $X^{(n)} \in \mathbb{B}_{p}^{n}$ with directional distribution $\mathbf{C}_{n, p}$ and p-radial distribution $\mathbf{R}$ on $[0,1]$ in the sense of (5.69) that

$$
\begin{equation*}
\mathcal{R}_{n} \mathcal{D}=\frac{\left(\prod_{i=1}^{n}\left|R \frac{Y_{i}^{(n)}}{\left\|Y_{i}^{(n)}\right\|_{p}}\right|\right)^{1 / n}}{\left(\frac{1}{n} \sum_{i=1}^{n}\left|R \frac{Y_{i}^{(n)}}{\left\|Y_{i}^{(n)}\right\|_{p}}\right|^{p}\right)^{1 / p}}=\frac{\left(\prod_{i=1}^{n}\left|Y_{i}^{(n)}\right|\right)^{1 / n}}{\left(\frac{1}{n} \sum_{i=1}^{n}\left|Y_{i}^{(n)}\right|^{p}\right)^{1 / p}} \tag{5.78}
\end{equation*}
$$

with i.i.d. $Y_{i}^{(n)} \sim \mathbf{N}_{p}$. Thus, we see that $\mathcal{R}_{n}$ does not depend on the $p$-radial distribution $\mathbf{R}$, which is why the rate function in the main result is universal for all random vectors in $\mathbb{B}_{p}^{n}$ with directional distribution $\mathbf{C}_{n, p}$. This calculation, previously given in [111], also shows that the central limit theorem and the LDP established in [66] and the MDP shown in [111] also hold for any random vector in $\mathbb{B}_{p}^{n}$ with directional distribution $\mathbf{C}_{n, p}$ as in (5.69). In the light of the representation in (5.78), let us present the LDP based on [66, Theorem 1.4] here in this more general form.

Proposition 5.3.2 Let $1 \leq p<\infty$ and $X^{(n)}$ be a random vector in $\mathbb{B}_{p}^{n}$ with directional distribution $\mathbf{C}_{n, p}$ in the sense of (5.69). Then the sequence $\left(\mathcal{R}_{n}\right)_{n \in \mathbb{N}}$ with $\mathcal{R}_{n}$ as defined in (5.77) based on $X^{(n)}$ satisfies an LDP on $[0,1]$ with speed $n$ and rate function $\mathcal{I}_{p}$ as in (5.73).

It is furthermore shown in [66] that $\mathcal{I}_{p}\left(e^{m_{p}}\right)=0$ and $\mathcal{I}_{p}(0+)=\mathcal{I}_{p}(1-)=+\infty$, where $\mathcal{I}_{p}(0+)$ and $\mathcal{I}_{p}(1-)$ denote the limits of $\mathcal{I}_{p}$ for sequences that converge to zero and one from above and below, respectively. As suggested by the central limit theorem in [66, Theorem 1.1], the expectations of $\mathcal{R}_{n}$ converge to $e^{m_{p}}$, that is, $e^{m_{p}}$ is the value from which deviation probabilities are given in the above LDP and the sharp large deviation results in Theorem 5.3.1.

Proposition 5.3.2 is proven in [66] by showing an LDP for the sequence of empirical averages of the coordinates of the random vector

$$
\begin{equation*}
\tilde{V}^{(n)}:=\left(\tilde{V}_{1}^{(n)}, \ldots, \tilde{V}_{n}^{(n)}\right), \quad \text { with } \quad \tilde{V}_{i}^{(n)}:=\left(\log \left|Y_{i}^{(n)}\right|,\left|Y_{i}^{(n)}\right|^{p}\right) \tag{5.79}
\end{equation*}
$$

with $Y_{i}^{(n)}$ i.i.d. and $Y_{i}^{(n)} \sim \mathbf{N}_{p}$ (we again employ the notation " $\tilde{V}^{(n) "}$ to avoid confusion with the terms from (5.6)). This is done via Cramér's theorem in Proposition 2.3.3, i.e., by showing that the cumulant generating function of the $\tilde{V}_{i}^{(n)}$, which is given by $\tilde{\Lambda}_{p}$
from (5.70), is finite in a neighbourhood of the origin, hence the sequence of empirical averages of the coordinates

$$
\begin{equation*}
\tilde{S}^{(n)}:=\frac{1}{n} \sum_{i=1}^{n} \tilde{V}_{i}^{(n)}=\frac{1}{n} \sum_{i=1}^{n}\left(\log \left|Y_{i}^{(n)}\right|,\left|Y_{i}^{(n)}\right|^{p}\right) \tag{5.80}
\end{equation*}
$$

satisfies an LDP with speed $n$ and rate function given by $\tilde{\Lambda}_{p}^{*}$. This LDP is then mapped to the sequence $\left(\mathcal{R}_{n}\right)_{n \in \mathbb{N}}$ via the probabilistic representation from (5.78) and the contraction principle in Proposition 2.3.5, considering the map $F\left(x_{1}, x_{2}\right):=e^{x_{1}} x_{2}{ }^{-1 / p}$, yielding an LDP for $\left(\mathcal{R}_{n}\right)_{n \in \mathbb{N}}$ with speed $n$ and rate function

$$
\inf _{\left(x_{1}, x_{2}\right): F\left(x_{1}, x_{2}\right)=\theta} \tilde{\Lambda}_{p}^{*}\left(x_{1}, x_{2}\right), \quad \theta \in[0,1] .
$$

This is then finalized by showing that the above infimum is attained uniquely at $\theta^{*}:=$ $(\log \theta, 1)$ and that this infimum can be given explicitly as

$$
\begin{equation*}
\inf _{\left(x_{1}, x_{2}\right): F\left(x_{1}, x_{2}\right)=\theta} \tilde{\Lambda}_{p}^{*}\left(x_{1}, x_{2}\right)=\tilde{\Lambda}_{p}^{*}\left(\theta^{*}\right)=\mathcal{I}_{p}(\theta) \tag{5.81}
\end{equation*}
$$

with $\mathcal{I}_{p}$ as in (5.73). Further, it is shown that the effective domain of $\mathcal{I}_{p}$ is $(0,1)$ and that for $x \in \operatorname{Dom}\left(\tilde{\Lambda}_{p}^{*}\right)$ it holds that

$$
\begin{equation*}
\tau(x)=\left(p H^{-1}\left(p x_{1}-\log x_{2}\right)-1, p^{-1}-x_{2}^{-1} H^{-1}\left(p x_{1}-\log x_{2}\right)\right) \tag{5.82}
\end{equation*}
$$

with $H$ as in (5.74) (see [66, p. 11 f.]).
We use the same probabilistic representations from (5.79) and (5.80), but proceed with them in a different fashion. Hence, as in Section 5.2, we rewrite the target probability as the probability of $\tilde{S}^{(n)}$ lying in some domain dependent on $\theta$, which we again refer to as the deviation area. It holds that for $\theta \in[0,1]$

$$
\begin{equation*}
\mathbb{P}\left(\mathcal{R}_{n}>\theta\right)=\mathbb{P}\left(\tilde{S}^{(n)} \in D_{\theta,>}\right) \quad \text { and } \quad \mathbb{P}\left(\mathcal{R}_{n}<\theta\right)=\mathbb{P}\left(\tilde{S}^{(n)} \in D_{\theta,<}\right) \tag{5.83}
\end{equation*}
$$

with

$$
\begin{equation*}
D_{\theta,>}:=\left\{x \in \mathbb{R}^{2}: x_{2}>0, e^{x_{1}} x_{2}^{-1 / p}>\theta\right\}, \tag{5.84}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{\theta,<}:=\left\{x \in \mathbb{R}^{2}: x_{2}>0, e^{x_{1}} x_{2}^{-1 / p}<\theta\right\} . \tag{5.85}
\end{equation*}
$$

Remark 5.3.3 Again the points satisfying the infimum condition $F\left(x_{1}, x_{2}\right)=\theta$ in (5.81) are exactly those on the boundary $\left\{\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}: x_{2}>0, e^{x_{1}} x_{2}{ }^{-1 / p}=\theta\right\}$ of $D_{\theta,>}$ and $D_{\theta,<}$ (which coincide). Hence, (5.81) shows that the infimum of $\tilde{\Lambda}_{p}^{*}$ over this boundary is uniquely attained at $\theta^{*}$.

### 5.3.2 Asymptotic density estimate for $p$-AGM ratios

We now give an asymptotic estimate for the density of $\tilde{S}^{(n)}$, denoted by $\tilde{h}^{(n)}$, such that for sufficiently large $n \in \mathbb{N}$ we can write the probabilities in (5.83) as integrals of $\tilde{h}^{(n)}$ over $D_{\theta,>}$ and $D_{\theta,<}$.

Proposition 5.3.4 Let $p \in[1, \infty)$ and $n \in \mathbb{N}$. For $\tilde{S}^{(n)}=\frac{1}{n} \sum_{i=1}^{n} \tilde{V}_{i}^{(n)}$ with $\tilde{V}_{i}^{(n)}=$ $\left(\log \left|Y_{i}^{(n)}\right|,\left|Y_{i}^{(n)}\right|^{p}\right), Y_{i}^{(n)} \sim \mathbf{N}_{p}$ i.i.d., $x \in \operatorname{Dom}\left(\tilde{\Lambda}_{p}^{*}\right)$, and $n$ sufficiently large, it holds that the distribution of $\tilde{S}^{(n)}$ has Lebesgue density

$$
\tilde{h}^{(n)}(x)=\frac{n}{2 \pi}\left(\operatorname{det} \tilde{\mathfrak{H}}_{x}\right)^{-1 / 2} e^{-n \tilde{\Lambda}_{p}^{*}(x)}(1+o(1))
$$

with $\tilde{\mathfrak{H}}_{x}$ as in (5.71).

Deriving the density estimate in Section 5.2 .7 was quite involved, so to prove the above we only adapt the parts of the proof therein in which the specific nature of the probabilistic representation, that is, the change from $\left|Y_{i}^{(n)}\right|^{q}$ to $\log \left|Y_{i}^{(n)}\right|$, is relevant. As pointed out in Section 5.2.7, the proof of Proposition 5.2.19 follows along the lines of Borovkov and Rogozin [17]. However, since the conditions therein, namely the random variables having a common bounded density, are not satisfied in either of our settings, one mainly needs to show the integrability of the Fourier transform (see [7, Remark 3.2]). The main part of the proof of Proposition 5.2 .19 for which the structure of the first component of the $V_{i}^{(n)}=\left(\left|Y_{i}^{(n)}\right|^{q},\left|Y_{i}^{(n)}\right|^{p}\right)$ plays a role is in Lemma 5.2.20. Therein it was proven that there is an $s>1$ such that the Fourier transform of the sum of two $V_{i}^{(n)}$ (times some exponential term) is in $L_{s}\left(\mathbb{R}^{2}\right)$. This can be proven for $\tilde{V}_{i}^{(n)}=\left(\log \left|Y_{i}^{(n)}\right|,\left|Y_{i}^{(n)}\right|^{p}\right)$ in a mostly analogue fashion by rewriting their sum as a transformation of the $Y_{i}^{(n)}$ and making a transformation of densities argument, and we will briefly argue why that is the case. For $i=1, j=2$ we can write

$$
\tilde{V}_{1}^{(n)}+\tilde{V}_{2}^{(n)}=\left(\log \left|Y_{1}^{(n)}\right|+\log \left|Y_{2}^{(n)}\right|,\left|Y_{1}^{(n)}\right|^{p}+\left|Y_{2}^{(n)}\right|^{p}\right)=: \tilde{T}\left(Y_{1}^{(n)}, Y_{2}^{(n)}\right)
$$

For some given $x \in \mathbb{R}^{2}$ we solve $x=\tilde{T}(y)$ for $y \in \mathbb{R}^{2}$, which amounts to characterizing

$$
\tilde{T}^{-1}(x)=\left\{y \in \mathbb{R}^{2}: \log \left(\left|y_{1}\right|\right)+\log \left(\left|y_{2}\right|\right)=x_{1},\left|y_{1}\right|^{p}+\left|y_{2}\right|^{p}=x_{2}\right\} .
$$

If $x_{2} \leq 0$, the above set is clearly empty, hence we assume $x_{2}>0$, in which case the set $\left\{y \in \mathbb{R}^{2}:\left|y_{1}\right|^{p}+\left|y_{2}\right|^{p}=x_{2}\right\}$ is an $\ell_{p}^{n}$-sphere with radius $x_{2}^{1 / p}$, again denoted as $\mathbb{S}_{p}^{n-1}\left(x_{2}^{1 / p}\right)$. For $x_{1} \in \mathbb{R}$ the set $\left.G\left(x_{1}\right):=\left\{y \in \mathbb{R}^{2}: \log \left(\left|y_{1}\right|\right)+\log \left(\left|y_{2}\right|\right)\right)=x_{1}\right\}$ can be interpreted as the graph of the function $f(y)=e^{x_{1}} y^{-1}$ mirrored along the axes and at the origin into all orthans of $\mathbb{R}^{2}$ (see Figure 5.3).


Figure 5.3: The set $G(r)$ for $r=0$.
Therefore, we have

$$
\tilde{T}^{-1}(x)=G\left(x_{1}\right) \cap \mathbb{S}_{p}^{1}\left(x_{2}^{1 / p}\right)
$$

As one can see in Figure 5.4, the number of points in the above set is zero in case $\exp \left(\frac{x_{1}}{2}\right)>\left(\frac{x_{2}}{2}\right)^{1 / p}$, four if $\exp \left(\frac{x_{1}}{2}\right)=\left(\frac{x_{2}}{2}\right)^{1 / p}$, and eight if $\exp \left(\frac{x_{1}}{2}\right)<\left(\frac{x_{2}}{2}\right)^{1 / p}$. Since the case $\exp \left(\frac{x_{1}}{2}\right)=\left(\frac{x_{2}}{2}\right)^{1 / p}$ only holds for a zero set of $x \in \mathbb{R} \times(0, \infty)$, we only consider $x \in \mathbb{R} \times(0, \infty)$ with $\exp \left(\frac{x_{1}}{2}\right)<\left(\frac{x_{2}}{2}\right)^{1 / p}$.


Figure 5.4: Intersection points (red) of $G(r)$ (orange) and $\mathbb{S}_{2}^{1}(1)$ (blue) for different values of $r$ with $r \in\{0.25,0,-1\}$ (from left to right).

The transformation $\tilde{T}$ is continuously differentiable outside of $(0,0)$ with Jacobian

$$
J_{y} \tilde{T}(y)=\left(\begin{array}{cc}
\operatorname{sgn}\left(y_{1}\right)\left|y_{1}\right|^{-1} & \operatorname{sgn}\left(y_{2}\right)\left|y_{2}\right|^{-1} \\
\operatorname{sgn}\left(y_{1}\right) p\left|y_{1}\right|^{p-1} & \operatorname{sgn}\left(y_{2}\right) p\left|y_{2}\right|^{p-1}
\end{array}\right),
$$

and

$$
\operatorname{det}\left[J_{y} \tilde{T}(y)\right]=\operatorname{sgn}\left(y_{1}\right) \operatorname{sgn}\left(y_{2}\right)\left|y_{1}\right|^{-1}\left|y_{2}\right|^{-1} p\left(\left|y_{2}\right|^{p}-\left|y_{1}\right|^{p}\right)
$$

which is only zero for $\left|y_{1}\right|=\left|y_{2}\right|$, thus can be disregarded, since it geometrically amounts to $G\left(x_{1}\right)$ and $\mathbb{S}_{p}^{1}\left(x_{2}^{1 / p}\right)$ intersecting at the points $2^{-1 / p} x_{2}^{1 / p}( \pm 1, \pm 1)$, which we excluded. For the remainder of the proof, one can proceed just as was done in the proof of Lemma 5.2 .20 , that is, apply the density transformation argument from [54, Section 4.5, p. 151 ff.] via $\tilde{T}$ and use the same integral estimates therein.

Thus, we see that one can show an analogue version of Lemma 5.2.20 in this setting, and hence, we can proceed in an analogue fashion as the remainder of the proof of Proposition 5.2.19 to show the density estimate in Proposition 5.3.4. The details of this are therefore omitted.

### 5.3.3 Proof of the sharpening of the $p$-AGM inequality

Assuming the set-up of Theorem 5.3.1 and combining the probabilistic representation results in (5.78) and (5.83) with the local density approximation in Proposition 5.3.4, we get that

$$
\begin{align*}
\mathbb{P}\left(\mathcal{R}_{n}>\theta\right) & =\mathbb{P}\left(\tilde{S}^{(n)} \in D_{\theta,>}\right) \\
& =\int_{D_{\theta,>}} \tilde{h}^{(n)}(x) \mathrm{d} x \\
& =\frac{n}{2 \pi} \int_{D_{\theta,>}}\left(\operatorname{det} \tilde{\mathfrak{H}}_{x}\right)^{-1 / 2} e^{-n \tilde{\Lambda}_{p}^{*}(x)} \mathrm{d} x(1+o(1)), \tag{5.86}
\end{align*}
$$

and

$$
\begin{align*}
\mathbb{P}\left(\mathcal{R}_{n}<\theta\right) & =\mathbb{P}\left(\tilde{S}^{(n)} \in D_{\theta,<}\right) \\
& =\int_{D_{\theta,>}} \tilde{h}^{(n)}(x) \mathrm{d} x \\
& =\frac{n}{2 \pi} \int_{D_{\theta,<}}\left(\operatorname{det} \tilde{\mathfrak{H}}_{x}\right)^{-1 / 2} e^{-n \tilde{\Lambda}_{p}^{*}(x)} \mathrm{d} x(1+o(1)), \tag{5.87}
\end{align*}
$$

with $D_{\theta,>}$ and $D_{\theta,<}$ as in (5.84) and (5.85). The final step of the proof of Theorem 5.3.1 now is to calculate the above integrals explicitly. We will only do this in detail for the integral in (5.86), as the calculation for the integral in (5.87) proceeds in a mostly analogue fashion, and we will merely point out the specific differences at the end of the proof. As in $[7,69,85]$, the first step is to split up the integration area into a neighbourhood around the point $\theta^{*}$, at which the exponent in the integrand attains its infimum on the boundary of $D_{\theta,>}$, and its complement. On this neighbourhood we then employ the Laplace integral approximation from Proposition 5.2.27 by Andriani and Baldi [7], and on the complement we use the large deviation principle from Proposition 5.3.2 to show the comparative negligibility of the corresponding integral.

Proof of Theorem 5.3.1. We begin by proving the statement in Theorem 5.3.1 i). Let us assume the setting therein and let $B_{\theta}$ be an open neighbourhood of $\theta^{*}$, small enough such that $B_{\theta} \subset \operatorname{Dom}\left(\tilde{\Lambda}_{p}^{*}\right)$. The fact that $\theta^{*} \in \operatorname{Dom}\left(\tilde{\Lambda}_{p}^{*}\right)$ follows from the fact that $\tilde{\Lambda}_{p}^{*}\left(\theta^{*}\right)=\mathcal{I}_{p}(\theta)<\infty$ for $\theta \in(0,1)$, as seen in Proposition 5.3.2. Splitting up the reformulation of our target probability in (5.86) into integrals of $\tilde{h}^{(n)}$ over $B_{\theta}$ and $B_{\theta}^{c}$ yields

$$
\begin{equation*}
\mathbb{P}\left(\mathcal{R}_{n}>\theta\right)=\int_{D_{\theta,>}>B_{\theta}} \tilde{h}^{(n)}(x) \mathrm{d} x+\int_{D_{\theta,>}>B_{\theta}^{c}} \tilde{h}^{(n)}(x) \mathrm{d} x . \tag{5.88}
\end{equation*}
$$

We begin by showing the comparative negligibility of the second integral term. We know from Remark 5.3.3 that $\tilde{\Lambda}_{p}^{*}$ attains its unique infimum on $\partial D_{\theta,>}$ at $\theta^{*}$. This property can be shown to hold for the closure $\bar{D}_{\theta,>}$ as follows: assume $t \in \mathbb{R}^{2}$ with $t \in D_{\theta,>}^{\circ}$, i.e., $e^{t_{1}} t_{2}^{-1 / p}>\theta$. We then consider $\vartheta:=e^{t_{1}} t_{2}^{-1 / p}$. If $\vartheta^{*} \notin \operatorname{Dom}\left(\tilde{\Lambda}_{p}^{*}\right)$, it trivially holds that $\tilde{\Lambda}_{p}^{*}\left(\theta^{*}\right)<\tilde{\Lambda}_{p}^{*}(t)=\infty$. Hence, assume that $\vartheta^{*} \in \operatorname{Dom}\left(\tilde{\Lambda}_{p}^{*}\right)$. It now follows that $t \in \partial D_{\vartheta,>}$, which yields that $\tilde{\Lambda}_{p}^{*}(t)>\tilde{\Lambda}_{p}^{*}\left(\vartheta^{*}\right)=\mathcal{I}_{p}(\vartheta)$ by Remark 5.3.3. By Lemma 2.2.1 $\tilde{\Lambda}_{p}^{*}$ is strictly convex on $\operatorname{Dom}\left(\tilde{\Lambda}_{p}^{*}\right)$. From Proposition 5.3.2 we have that $\tilde{\Lambda}_{p}^{*}\left(e^{m_{p} *}\right)=\mathcal{I}_{p}\left(e^{m_{p}}\right)=0$, thus $\mathcal{I}_{p}$ is strictly increasing on the interval $\left(e^{m_{p}}, 1\right)$, hence for $\vartheta>\theta$ we have $\tilde{\Lambda}_{p}^{*}(t)>\mathcal{I}_{p}(\vartheta)>\mathcal{I}_{p}(\theta)=\tilde{\Lambda}_{p}^{*}\left(\theta^{*}\right)$, thereby proving that $\tilde{\Lambda}_{p}^{*}$ attains its unique infimum on $\bar{D}_{\theta,>}$ at $\theta^{*}$.

Therefore, it follows from $\theta^{*} \notin B_{\theta}^{c}$ that there is an $\eta>0$, such that

$$
\inf _{t \in D_{\theta,>\cap} B_{\theta}^{c}} \tilde{\Lambda}_{p}^{*}(t)>\tilde{\Lambda}_{p}^{*}\left(\theta^{*}\right)+\eta .
$$

The LDP in Proposition 5.3.2 then implies that

$$
\limsup _{n \rightarrow \infty} \frac{1}{n} \log \mathbb{P}\left(\tilde{S}^{(n)} \in D_{\theta,>} \cap B_{\theta}^{c}\right) \leq-\inf _{y \in D_{\theta} \cap B_{\theta}^{c}} \tilde{\Lambda}_{p}^{*}(y) \leq-\tilde{\Lambda}_{p}^{*}\left(\theta^{*}\right)-\eta
$$

from which it follows that

$$
\begin{equation*}
\mathbb{P}\left(\tilde{S}^{(n)} \in D_{\theta,>} \cap B_{\theta}^{c}\right) \leq e^{-n \tilde{\Lambda}_{p}^{*}\left(\theta^{*}\right)-n \eta}(1+o(1))=\frac{1}{e^{n \eta}} e^{-n \tilde{\Lambda}_{p}^{*}\left(\theta^{*}\right)}(1+o(1)) \tag{5.89}
\end{equation*}
$$

Due to the leading exponential term $e^{-n \eta}$, the above will be comparatively negligible compared to the other integral term

$$
\begin{equation*}
\int_{D_{\theta,>\cap B_{\theta}}} \tilde{h}^{(n)}(x) \mathrm{d} x=\frac{n}{2 \pi} \int_{D_{\theta,>\cap B_{\theta}}}\left(\operatorname{det} \tilde{\mathfrak{H}}_{x}\right)^{-1 / 2} e^{-n \tilde{\Lambda}_{p}^{*}(x)} \mathrm{d} x(1+o(1)), \tag{5.90}
\end{equation*}
$$

which we will concretely calculate in the following. The clear course of action for this will be to apply Proposition 5.2 .27 to the integral in (5.90) with $D=D_{\theta,>} \cap B_{\theta} \subset \mathbb{R}^{2}$,
$x^{*}=\theta^{*}, g(x):=\left(\operatorname{det} \tilde{\mathfrak{H}}_{x}\right)^{-1 / 2}$ and $\phi(x)=\tilde{\Lambda}_{p}^{*}(x)$. The area of integration is clearly bounded and since for sufficiently small $B_{\theta}$ it follows from (5.84) that $\partial\left(D_{\theta,>} \cap B_{\theta}\right)$ around $\theta^{*}$ is a section of the graph of the differentiable function $f\left(t_{1}\right)=\theta^{-p} e^{p t_{1}}$, it is indeed a differentiable planar curve. Also, $\tilde{\Lambda}_{p}^{*}$ attains a unique infimum on $\partial\left(D_{\theta,>} \cap B_{\theta}\right)$ in $\theta^{*}$ (see (5.81) and Remark 5.3.3), which also holds for the entirety of $\overline{D_{\theta,>} \cap B_{\theta}}$, as was shown above. The other conditions of Proposition 5.2.27 follow by the same arguments put forth in the proof of Theorem 5.2.11 in Section 5.2.8. Hence, we can apply Proposition 5.2.27 as intended, which gives

$$
\begin{align*}
& \int_{D_{\theta,>} \cap B_{\theta}} \tilde{h}^{(n)}(x) \mathrm{d} x \\
= & \frac{1}{\sqrt{2 \pi n}} \frac{\operatorname{det}\left(L_{\tilde{\Lambda}}^{-1}\left(L_{\tilde{\Lambda}}-L_{D}\right)\right)^{-1 / 2} e^{-n \tilde{\Lambda}_{p}^{*}\left(\theta^{*}\right)}}{\left\langle\mathcal{H}_{x} \tilde{\Lambda}_{p}^{*}\left(\theta^{*}\right)^{-1} \nabla_{x} \tilde{\Lambda}_{p}^{*}\left(\theta^{*}\right), \nabla_{x} \tilde{\Lambda}_{p}^{*}\left(\theta^{*}\right)\right\rangle^{1 / 2}\left(\operatorname{det} \tilde{\mathfrak{H}}_{\theta^{*}}\right)^{1 / 2}}(1+o(1)), \tag{5.91}
\end{align*}
$$

where $L_{\tilde{\Lambda}}$ and $L_{D}$ are the respective Weingarten maps of the curves

$$
\mathscr{C}_{D}=\partial\left(D_{\theta,>} \cap B_{\theta}\right) \quad \text { and } \quad \mathscr{C}_{\tilde{\Lambda}}=\left\{x \in \mathbb{R}^{2}: \tilde{\Lambda}_{p}^{*}(x)=\tilde{\Lambda}_{p}^{*}\left(\theta^{*}\right)\right\}
$$

at $\theta^{*}$. We now need to resolve the different components in this fraction. As stated in (5.72), by the same arguments as in Lemma 5.2 .1 it holds that $\nabla_{x} \tilde{\Lambda}_{p}^{*}(x)=\tau(x)$, and $\mathcal{H}_{x} \tilde{\Lambda}_{p}^{*}(x)=\tilde{\mathfrak{H}}_{x}^{-1}$. This allows rewriting the term in the denominator in (5.91) as

$$
\begin{align*}
&\left\langle\mathcal{H}_{x} \tilde{\Lambda}_{p}^{*}\left(\theta^{*}\right)^{-1} \nabla_{x} \tilde{\Lambda}_{p}^{*}\left(\theta^{*}\right), \nabla_{x} \tilde{\Lambda}_{p}^{*}\left(\theta^{*}\right)\right\rangle \operatorname{det} \tilde{\mathfrak{H}}_{\theta^{*}} \\
&=\left\langle\tilde{\mathfrak{H}}_{\theta^{*}} \tau\left(\theta^{*}\right), \tau\left(\theta^{*}\right)\right\rangle \operatorname{det} \tilde{\mathfrak{H}}_{\theta^{*}}=\tilde{\xi}(\theta)^{2} \tag{5.92}
\end{align*}
$$

It remains to give the Weingarten maps of the curves $\mathscr{C}_{D}$ and $\mathscr{C}_{\tilde{\Lambda}}$ explicitly. We start by noting that $\operatorname{det}\left(L_{\tilde{\Lambda}}^{-1}\left(L_{\tilde{\Lambda}}-L_{D}\right)\right)=1-L_{D} L_{\tilde{\Lambda}}{ }^{-1}=\tilde{\kappa}(\theta)^{2}$, the determinant falling away due to the Weingarten maps being one-dimensional. As discussed in Section 5.2.2, the Weingarten map of a planar curve at a given point reduces to the absolute value of its curvature at that point. Since $\mathscr{C}_{D}=\partial\left(D_{\theta,>} \cap B_{\theta}\right)$ around $\theta^{*}$ is a segment of the graph of $f\left(t_{1}\right)=\theta^{-p} e^{p t_{1}}$, we get from Corollary 5.2.10 ii) that

$$
\begin{equation*}
L_{D}=\frac{\left|f^{\prime \prime}(\theta)\right|}{\left(1+f^{\prime}(\theta)^{2}\right)^{3 / 2}}=\frac{p^{2} e^{p \theta} \theta^{-p}}{\left(1+p^{2} e^{2 p \theta} \theta^{-2 p}\right)^{3 / 2}} \tag{5.93}
\end{equation*}
$$

The curve $\mathscr{C}_{\tilde{\Lambda}}$ can be written as the zero set of the function $F(x):=\tilde{\Lambda}_{p}^{*}(x)-\tilde{\Lambda}_{p}^{*}\left(\theta^{*}\right)$, and its derivatives $F_{[i, j]}$ at $\theta^{*}$ as in Corollary 5.2 .10 i) are known from the identities $\nabla_{x} \tilde{\Lambda}_{p}^{*}(x)=\tau(x)$ and $\mathcal{H}_{x} \tilde{\Lambda}_{p}^{*}(x)=\tilde{\mathfrak{H}}_{x}^{-1}$. (Note, that for $\theta=e^{m_{p}}$ we have that $\mathscr{C}_{\tilde{\Lambda}}$ is the
zero set of $F(x)=\tilde{\Lambda}_{p}^{*}(x)$, since $\tilde{\Lambda}_{p}^{*}\left(e^{m_{p} *}\right)=0$. By (5.82) it follows that $\tau(x)=0$ only if $x=e^{m_{p^{*}}}=\left(m_{p}, 1\right)$. Hence, the zero set of $F(x)=\tilde{\Lambda}_{p}^{*}(x)$ is solely the point $e^{m_{p^{*}}}$, which is not a differentiable curve, and hence is not accessible by these geometric methods). It thus follows that

$$
L_{\tilde{\Lambda}}=\frac{\left|\tau\left(\theta^{*}\right)_{2}^{2}\left(\tilde{\mathfrak{H}}_{\theta^{*}}^{-1}\right)_{11}-2 \tau\left(\theta^{*}\right)_{1} \tau\left(\theta^{*}\right)_{2}\left(\tilde{\mathfrak{H}}_{\theta^{*}}^{-1}\right)_{12}+\tau\left(\theta^{*}\right)_{1}^{2}\left(\tilde{\mathfrak{H}}_{\theta^{*}}^{-1}\right)_{22}\right|}{\left(\tau\left(\theta^{*}\right)_{1}^{2}+\tau\left(\theta^{*}\right)_{2}^{2}\right)^{3 / 2}}
$$

This, together with (5.93), now yields that $1-L_{D} L_{\tilde{\Lambda}}{ }^{-1}=\tilde{\kappa}(\theta)^{2}$, which combined with (5.81) and (5.92) and applied to (5.91) gives

$$
\begin{equation*}
\int_{D_{\theta,}>\cap B_{\theta}} \tilde{h}^{(n)}(x) \mathrm{d} x=\frac{1}{\sqrt{2 \pi n} \tilde{\xi}(\theta) \tilde{\kappa}(\theta)} e^{-n \mathcal{I}_{p}(\theta)}(1+o(1)) . \tag{5.94}
\end{equation*}
$$

Comparing (5.94) with the upper bound of the integral outside of $B_{\theta}$ in (5.89), we can see that the integral over $B_{\theta}^{c}$ is negligible, as it is of order $o(1)$. Thus, combining (5.88), (5.89) and (5.94) finishes the proof of Theorem 5.3.1 i).

The proof of Theorem 5.3 .1 ii) is almost completely the same regarding probabilistic representation, local density estimation, and integral approximation, as hardly any of the steps therein use the fact that we are working on $D_{\theta,>}$ for $\theta \in\left(e^{m_{p}}, 1\right)$ instead of $D_{\theta,<}$ for $\theta \in\left(0, e^{m_{p}}\right)$, but rather consider a neighbourhood of $\partial D_{\theta,>}$ around $\theta^{*}$, which coincides with that same neighbourhood of $\partial D_{\theta,<}$ around $\theta^{*}$, and are therefore the same in both settings. The only notable difference is that one shows the fact that $\theta^{*}$ minimizes $\tilde{\Lambda}_{p}^{*}$ not only on $\partial D_{\theta,<}$, as in (5.81), but also on $\bar{D}_{\theta,<}$, by using the fact that $\tilde{\Lambda}_{p}^{*}$ is strictly decreasing on ( $0, e^{m_{p}}$ ) instead of it being strictly increasing on $\theta \in\left(e^{m_{p}}, 1\right)$. Beyond this, the proof is the same as for Theorem 5.3.1 i) and is hence omitted here.
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[^0]:    ${ }^{1}$ Note that the case for $\mathbf{U}_{n, p}$ was originally included in the second preprint version of the work of Liao and Ramanan [85] (arXiv:2001.04053v2), but has subsequently been removed in the current third preprint version (arXiv:2001.04053v3) to be contained in another, yet unpublished paper. Thus, while we generally refer to the third preprint version of [85] (as listed in the references), those references regarding $\mathbf{U}_{n, p}$ necessarily concern the second version. Where we refer to specific results therein, we will hence write [85, v2].

